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Preface

This deployment guide helps you to plan the implementation, installation, and
initial usage of IBM Tivoli Composite Application Manager for WebSphere V6.0.
The objective of this IBM® Redbook is to use a basic configuration of the product
for an initial user to successfully install the product, become familiar with the
various working components and how they interoperate. The user can
understand some of the product capabilities, and begin to use the product to
monitor and manage applications on the IBM WebSphere® Application Server.
This guide is similar to a cookbook with easy-to-follow steps with accompanying
screen captures that illustrate the necessary tasks required to deploy and work
with IBM Tivoli Composite Application Manager for WebSphere V6.0 in this basic
configuration.

The instructions contained in this deployment guide target a Windows platform
implementation. We do not cover other operating systems such as z/OS®-based
data collectors. In addition to the installation steps, sample scenarios are
included to highlight some of the ways in which you can use this product to
increase the performance and availability of applications running on WebSphere
Application Server. As a result, you can use this deployment guide to support an
effective proof of concept demonstration of IBM Tivoli Composite Application
Manager for WebSphere V6.0.

This book consists of the following chapters:

» Chapter 1, “IBM Tivoli Composite Application Manager for WebSphere V6.0”
on page 1 provides an overview of the product.

» Chapter 2, “Planning for IBM Tivoli Composite Application Manager for
WebSphere” on page 15 discusses some of the planning considerations and
implementation scenarios for IBM Tivoli Composite Application Manager for
WebSphere.

» Chapter 3, “Installing IBM Tivoli Composite Application Manager for
WebSphere” on page 25 walks through and explains the basic installation
steps for the IBM Tivoli Composite Application Manager for WebSphere
solution.

» Chapter 4, “Using IBM Tivoli Composite Application Manager for WebSphere”
on page 77 demonstrates some sample usage scenarios for IBM Tivoli
Composite Application Manager for WebSphere solution.
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IBM Tivoli Composite
Application Manager
for WebSphere V6.0

This chapter introduces IBM Tivoli Composite Application Manager for
WebSphere V6.0. It is divided into the following sections:

» 1.1, “Composite application management” on page 2
» 1.2, “Tivoli composite application management solution” on page 4

» 1.3, “IBM Tivoli Composite Application Manager for WebSphere products” on
page 5
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1.1 Composite application management

Computer-based applications have been the lifeblood of modern enterprises.
Most business processes are driven by one or more computer applications that
promote productivity, automate processing, and minimize human errors. These
applications help business users to focus on their business tasks rather than on
how to do these tasks. Business processes increasingly span multiple
applications. As these processes become more reliant on the applications, these
composite applications become increasingly critical. These applications must be
available and perform effectively for the business processes to execute well in
support of the enterprise.

Historically, most applications were designed and implemented as centralized
mainframe-based applications where all the application layers were maintained
and managed by a central information technology (IT) department. Today,
applications tend to have multiple layers, often distributed across different
servers, different platforms, and even consisting of components developed using
different technologies. These applications are called composite applications. This
complicates the management of applications, such as operational settings,
problem determination, and performance management.

As business-critical entities applications must be available with adequate
response time for users to perform their tasks effectively. With application
components spread throughout the enterprise, problem determination and
performance management are typically a significant challenge, sometimes a
nightmare. When these composite applications do not function as designed or
expected, there is no clear path for determining which components have a
problem. Sometimes the components themselves may belong to different
organizations with their own line of business IT department. Is it a database
problem or a network problem? Is the application server experiencing a
temporary or degenerative bottleneck that will ultimately bring the system down if
it is not investigated and resolved? Is the user’'s machine creating the problem?
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Figure 1-1 shows a typical composite application topology.
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Figure 1-1 Composite application topology

The composite application in Figure 1-1 is used by multiple users from both the
Internet and intranet. It consists of multiple application layers, each with its own
abstraction layer. Some of the application functionality still resides in the original
back-end mainframe as transactions.

Composite applications are regarded as the ultimate application management
challenge because they span different application servers that must
communicate effectively with each other. This architecture allows modular,
flexible application development (changes in one layer may not affect other
layers) and scalable distributed deployments, but introduces the complexity of
multiple distributed components.

The IBM Tivoli product solution presented in this book is designed to make
composite application management as easy as possible by supporting the
overall IBM IT Service Management approach. Figure 1-2 illustrates the IBM IT
Service Management portfolio.

ITCRM & Service . = =
Business Delivery Service Information Business

Management & Support Deployment £ Management Resilience

Change and Configuration
Management Database

: Business ﬁ Server, Network i
EcstiRractices Application § & Device §
Management Management

Storage Security
Management Management

Figure 1-2 IBM IT Service Management
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This approach provides IT Infrastructure Library (ITIL) aligned automation work
flows. Future offerings will provide an open, standard-based configuration
management database (CMDB) based solution as well as a work flow engine.

1.2 Tivoli composite application management solution

The IBM Tivoli Composite Application Manager family resides in the application
management pillar of the Tivoli software portfolio. The current application
management portfolio consists of the following products:

» IBM Tivoli Composite Application Manager for Response Time Tracking
Version 6.0 (V6.0)

» IBM Tivoli Composite Application Manager for Service-Oriented Architecture
(SOA) V6.0

» IBM Tivoli Composite Application Manager for WebSphere V6.0

» IBM Tivoli Composite Application Manager for Customer Information Control
System (CICS®) V6.0

» IBM Tivoli Composite Application Manager for Information Management
System (IMS™) V6.0

» IBM Tivoli OMEGAMON® XE for WebSphere Business Integration V1.1

Figure 1-3 shows the composite application management scope.

CICS/IMS
transaction

Response Time
Tracking

WebSphere
performance

Web Services calls

WBI messaging

Figure 1-3 Composite application management
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The overall composite application can be managed from various perspectives:

» Getting the user perspective of response time and availability with IBM Tivoli
Composite Application Manager for Response Time Tracking

» Getting WebSphere middleware performance and analyzing in-depth
resource usage perspective through IBM Tivoli Composite Application
Manager for WebSphere

» Managing messaging from IBM WebSphere Business Integration MQ Series
using OMEGAMON XE for WebSphere Business Integration

» Managing message flow in an SOA environment and collecting metrics for
Web services calls using IBM Tivoli Composite Application Manager for SOA

» Providing an integration view with mainframe-based back-end applications
such as IMS or CICS using IBM Tivoli Composite Application Manager for
CICS Transactions or IBM Tivoli Composite Application Manager for IMS
Transactions

For more information about Tivoli application management products, refer to the
following redbooks:

» IBM Tivoli Composite Application Manager V6.0 Family: Installation,
Configuration, and Basic Usage, SG24-7151

» Implementing IBM Tivoli OMEGAMON XE for WebSphere Business
Integration V1.1, SG24-6768

1.3 IBM Tivoli Composite Application Manager for
WebSphere products

IBM Tivoli Composite Application Manager for WebSphere V6.0 has evolved
from WebSphere Studio Application Monitor and IBM Tivoli OMEGAMON XE for
WebSphere Application Server. This history has resulted in IBM Tivoli Composite
Application Manager for WebSphere containing the core features from both
products, leveraging the strengths of both these products.

For more information about IBM Tivoli Composite Application Manager for
WebSphere, refer to the following Web site:

http://www.ibm.com/software/tivoli/products/composite-application-mgr-w
ebsphere/

Chapter 1. IBM Tivoli Composite Application Manager for WebSphere V6.0 5
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1.3.1 Features and benefits

6

IBM Tivoli Composite Application Manager for WebSphere helps increase the
performance and availability of business-critical applications by providing
real-time problem detection, analysis, and repair. Correlation spanning Java 2
Platform, Enterprise Edition (J2EE™), CICS, and IMS, and diagnostics at the
method level can pinpoint code problems to help resolve problems quickly and
reduce support and operations costs.

Today’s business processes often depend on a number of complex applications.
Although most businesses have traditional monitoring tools to manage individual
resources at a high level, many lack an integrated solution to automatically
monitor, analyze, and resolve problems at the service, transaction, application,
and resource levels. As a result, operations and potentially development may
take a long time to identify, isolate, and fix composite application problems.

IBM Tivoli Composite Application Manager for WebSphere is an application
management tool that helps to maintain the availability and performance of on
demand applications. It helps users to quickly pinpoint, in real time, the source of
bottlenecks in application code, server resources, and external system
dependencies. This product also provides detailed reports that you can use to
enhance the performance of your applications. IBM Tivoli Composite Application
Manager for WebSphere provides in-depth WebSphere-based application
performance analysis and tracing facilities.

IBM Tivoli Composite Application Manager for WebSphere enables multiple
levels of analysis to achieve a complete view of the application, depending on the
requirement. From a production-level monitoring perspective through detailed
heap and method debugging, it digs into Structured Query Language (SQL)
performance analysis without the need for database monitors. It can provide SQL
information and calls that were made through Java Database Connectivity
(JDBC™). It provides a composite status correlation for transactions that use
CICS or IMS as the back-end system.

IBM Tivoli Composite Application Manager for WebSphere observes and reports
on the health of J2EE-based applications. It tracks the progress of applications
as they traverse through J2EE application servers, middleware adapters and
transports, database calls, and on to back-end systems such as CICS or IMS
that extract business data or invoke mainframe business processes. The tracking
of applications produces request traces, where the events in a request’s life are
recorded and stored in a monitoring repository database.

IBM Tivoli Composite Application Manager for WebSphere captures the
processor and the elapsed internal times for event calls and exits, measuring as
far down as the processor times consumed and the elapsed internal times
charged to individual methods in J2EE classes. The methods or events taking

Deployment Guide Series: IBM Tivoli Composite Application Manager for WebSphere V6.0



the most time are marked as an application’s parts that deserve attention for
runtime improvement studies and code optimizations.

IBM Tivoli Composite Application Manager for WebSphere does not require
modification of any J2EE or mainframe application code. Java Virtual Machine
Tool Interface (JVMTI) interfaces and primitives, along with WebSphere
Performance Management Interface (PMI) and z/OS System Measurement
Facility (SMF) 120 records are the principal data sources of IBM Tivoli
Composite Application Manager for WebSphere. The monitoring data is
collected and analyzed to offer a wealth of information about the health of J2EE
applications and their servers.

Many system-level performance metrics are collected and reported about J2EE
application servers. The status of the servers and their resources (particularly at
vital checkpoints such as processor utilization), memory usage, and the status of
internal components such as database connection pools, JVM™ thread pools,
Enterprise JavaBeans™ (EJB™) usage, and request processing statistics can
be very useful and important for locating real-time problems with J2EE
applications. IBM Tivoli Composite Application Manager for WebSphere brings
attention to these critical indicators with real-time, graphical displays of their
values and trends over time.

1.3.2 Components

IBM Tivoli Composite Application Manager for WebSphere is a distributed
performance monitoring application for application servers. Its components are
connected through Internet Protocol (IP) communication. IBM Tivoli Composite
Application Manager for WebSphere has the following components:

» The managing server

The central component of IBM Tivoli Composite Application Manager for
WebSphere, the managing server, is its heart and brain. It manages and
administers the data collectors. It collects and displays various performance
information from application servers. A Web-based application is provided to
show the monitoring results. This interface is also called the visualization
engine. See “The managing server” on page 8.

» Data collectors

The application servers run a component of IBM Tivoli Composite Application
Manager for WebSphere called the data collector. Data collectors are
collecting agents that run on application servers that are being monitored.
They send monitoring information to the managing server and operate
independent of each other. See “WebSphere data collector” on page 11.
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» The IBM Tivoli Enterprise Monitoring Agent

It collects information that shows the status of the WebSphere server. It
sends this information to the IBM Tivoli Enterprise Monitoring Server for
display in the IBM Tivoli Enterprise Portal. The Tivoli Enterprise Monitoring
Agent is installed on the individual machines where the data collector resides.

Figure 1-4 shows the overall architecture of IBM Tivoli Composite Application
Manager for WebSphere.

ITCAM
for WebSphere
y Managing Server

Tivoli Enterprise

. WebS y
N Management Server
\ g and
Application servers with " Tivoli Enterprise
ITCAM for WebSphere _ Portal Server

Data collectors

Figure 1-4 IBM Tivoli Composite Application Manager for WebSphere architecture

The managing server

IBM Tivoli Composite Application Manager for WebSphere managing server
controls and coordinates data collectors for J2EE, CICS, or IMS servers that run
applications.

The managing server consists of the following software:

» The X-Windows Virtual Frame Buffer (Xvfb) graphics package

» Managing server database, IBM DB2 Universal Database (DB2® UDB) or
Oracle (on Sun™ Solaris™) for storing collected data relationally
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J2EE server to run the IBM Tivoli Composite Application Manager for
WebSphere graphical console application

An optional Apache Web server such as IBM HTTP Server

IBM Tivoli Composite Application Manager for WebSphere managing server
overseer components, which are a set of Java-based components

The IBM Tivoli Composite Application Manager for WebSphere overseer
components are the controlling logic for the managing server. They are:

>

Kernels

The kernels control the managing server. There are always two copies of the
kernel running as part of the IBM Tivoli Composite Application Manager for
WebSphere managing server. The two copies are required because they
support redundancy and failover capabilities. The kernels register
components as they join the managing server, periodically renew connections
and registrations between components and data collectors, and collect
application server instance and component availability information.

Publishing servers

The publishing servers receive application and system event data from the
data collectors. They gather and compute request-level information about
performance metrics such as response times, and implement the trap
monitoring and alerts features.

Archive agents

The archive agents receive monitoring data from the publishing servers, and
store the monitoring data in the IBM Tivoli Composite Application Manager for
WebSphere repository.

Global publishing server

The global publishing server collects information from the publishing servers.
It correlates all parts and pieces of multi-server requests, such as requests
from J2EE servers to execute CICS or IMS programs.

Message dispatcher

The message dispatcher is a conduit for messages from IBM Tivoli
Composite Application Manager for WebSphere using e-mail and Simple
Network Management Protocol (SNMP) facilities.

Polling agents

The polling agents collect data from Web servers for Apache version 2.0 and
later versions.

Chapter 1. IBM Tivoli Composite Application Manager for WebSphere V6.0 9



» Visualization engine

The visualization engine is a Web-based graphical user interface (GUI) with
access to graphics, IBM Tivoli Composite Application Manager for
WebSphere performance reports, real-time views of different slices of
monitoring data, and access to the IBM Tivoli Composite Application Manager
for WebSphere internal commands as well as event-driven functions. It runs
on a J2EE server, such as the IBM WebSphere Application Server.

Figure 1-5 shows the conceptual relationship between these components.

Global Publish

Server (SAM)

Publish traffic
Snapshot traffic

Message Dispatcher

Publish Server (PS)

Kernel (KL)

Provide services on:

Visualization Engine
Provide services on:

(MD) - Lookup -Administration

I Archive Agent (AA)
Polling Agent (PA)

- Registration -Availability
- Recovery -Problem Determination
- Configuration -Performance Management

OCTIGATE

database

Figure 1-5 Managing server components

After collection by the managing server, the monitoring data is prepared for
real-time display within the monitoring console and is inserted into the IBM Tivoli
Composite Application Manager for WebSphere data repository. These
monitoring server operations are very resource-intensive. Locating the
components that comprise IBM Tivoli Composite Application Manager for
WebSphere on one or more dedicated servers isolates them from other
enterprise activities. This reduces the system resource footprint of IBM Tivoli
Composite Application Manager for WebSphere and thus the impact on the
monitored composite applications and systems. This design also helps keep the
processing overhead of IBM Tivoli Composite Application Manager for
WebSphere at levels that are low enough to support 24x7 production system
monitoring.

Data from the distributed data collectors is collected by the publishing server and
then stored in the OCTIGATE database by the archive agent. The visualization
engine reads the database and presents data through the Web console, and
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snapshot information such as lock analysis and in-flight transactions are
retrieved directly from the data collectors.

WebSphere data collector

The data collectors use native system services, and they are tailored for the
particular environments where they execute. The data collectors for z/OS
systems are written to take advantage of services on z/OS, such as IBM Multiple
Virtual Storage (MVS™) Cross-Memory Services and address space fencing,
which are not available on distributed systems.

Data collectors have two agents:
» Command agent

The command agent collects requests from other components for information
about EJB invocations, database connection pools, thread pools, stack
traces, memory analyses, and heap dumps.

» Event agent

The event agent provides data to the publishing servers according to polling
frequencies. This data includes system initialization data, application
request-level data, and application method-level data.

Collectively, these agents and other data collector routines unleash the probes,
package the monitoring data into Java formats, and deliver this data to the
managing server. The data collectors send the probes into the application
servers to analyze the applications' performance. The probes collect the
monitoring data and feed it to transport routines that in turn route the data to the
managing server. The managing server processes this data for appropriate
display in the IBM Tivoli Composite Application Manager for WebSphere console
and for storage in the OCTIGATE repository. This relieves the processing burden
of IBM Tivoli Composite Application Manager for WebSphere from the
application servers as much as possible. The data collectors and probes are not
designed to analyze or interpret data, but to collect it and route it as quickly as
possible to the managing server where the analysis is performed.

The data sources employed by IBM Tivoli Composite Application Manager for
WebSphere are:

» JVMTI garbage collection data, method trace, stack trace, processor time,
and heap dump

» Java Management Extension (JMX™) system resources
» SMF system resources (z/OS only)
» PMI system resources
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» Operating system (OS) services, platform processor, and its environment
» Byte Code Modification (BCM) instrumentation of some classes

The data collector in a J2EE server runs as a custom service called am.
Figure 1-6 shows the conceptual data collector structure.

WebSphere

(oom J(om ) (_em )
§ """7"””””7 B ‘\\ ,/"'
Custom Service Gleilt=n >
-“ ) am

KYN

Tivoli Enterprise —‘ >
Monitoring Agent OIENS

Figure 1-6 J2EE data collector structure

Tivoli Enterprise Monitoring Agent

The Tivoli Enterprise Monitoring Agent allows WebSphere performance
information to be relayed to the Tivoli Enterprise Monitoring Server for display
using Tivoli Enterprise Portal. This facility replaces the data collector mechanism
employed by OMEGAMON for WebSphere Application Server. The Tivoli
Enterprise Monitoring Agent communicates with the data collector in the local
machine, retrieves performance information, and reports this information to the
Tivoli Enterprise Monitoring Server.

For more information about the Tivoli Enterprise Monitoring Server and IBM
Tivoli Monitoring V6.1 architecture, refer to Getting Started with IBM Tivoli
Monitoring 6.1 on Distributed Environments, SG24-7143.

1.3.3 Overview of supported platform

For a complete platform coverage list, refer to the following Web site:

http://publib.boulder.ibm.com/tividd/td/ITCAMWAS/prereq60/en US/HTML/it
cam6.html

12 Deployment Guide Series: IBM Tivoli Composite Application Manager for WebSphere V6.0



http://publib.boulder.ibm.com/tividd/td/ITCAMWAS/prereq60/en_US/HTML/itcam6.html
http://publib.boulder.ibm.com/tividd/td/ITCAMWAS/prereq60/en_US/HTML/itcam6.html

Table 1-1 provides an overview of the supported platform for IBM Tivoli
Composite Application Manager for WebSphere V6.

Table 1-1 IBM Tivoli Composite Application Manager for WebSphere supported platform overview

Component Software

Managing server operating system IBM AIX® V5.2, V5.3

Solaris 9 and 10

Hewlitt-Packard UNIX 11iv1 (HP-UX 11iv1)

Red Hat Enterprise Linux 3.0 (RHEL 3.0) and RHEL 4.0 for

XxLinux, iLinux, and zLinux

SUSE Linux Enterprise Server 8 (SLES8) and SLE9 for

xLinux, iLinux, and zLinux

» Windows 2000 Server or Advanced Server with Service
Pack 4 (SP4)

» Windows 2003 Server Standard Edition (SE) and Enterprise

Edition (EE)

Windows 2003 R2 Server SE and EE

vvyyvyy

v

A\

Managing server database IBM DB2 V7.2 EE/EEE Fix Pack 11 (FP 11)
DB2 V8.1 ESE FP6

DB2 V8.2 ESE

Oracle 9i S/E R2 9.2+

Oracle 10g

vyvyvyyvyy

v

Managing server WebSphere WebSphere Application Server V5.1.1 and later versions

WebSphere Application Server V6.x

v

Windows 2000 Pro SP4

Windows 2000 Server or Advanced Server with SP4
Windows 2003 Server SE/EE

AIX 5.2 and 5.3

RHEL 3.0 and 4.0

SLES 8 and 9

Solaris 8, 9, 10, Solaris 9 Cluster

HP-UX 11iv1

Red Flag Advanced Server 4.0 (RFAS 4.0) and RFAS 4.1
IBM Operating System/400 (OS400®) V5R2 and V5R3
IBM z/OS V1.4, V1.5,V1.6,0r V1.7

Data collector platform

YVYYVYVYVYVYVYVYYVY

CICS

\{

CICS Transaction Gateway (CTG) V5.0.1 or V5.1 and V1.3,
V2.2, V2.3, or V3.1

IMS » V7.1,V8.1, and V9.1
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Planning for IBM Tivoli
Composite Application
Manager for WebSphere

This chapter discusses the implementation options and solution configuration for
IBM Tivoli Composite Application Manager for WebSphere. It consists of the
following sections:

>

vyvyvyyvyy

2.1, “Implementation issues” on page 16

2.2, “Managing server hardware platform” on page 16
2.3, “Managing server software requirements” on page 18
2.4, “Networking requirements” on page 20

2.5, “Data collector considerations” on page 22

2.6, “Deployment options” on page 23
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2.1 Implementation issues

The implementation of IBM Tivoli Composite Application Manager for
WebSphere requires the configuration of the managing server and data collector.
The implementation options depend on which edition of the product you use and
the size of the installation.

This chapter discusses the prerequisites and preparation steps required before
installing the product. For a complete and up-to-date prerequisite list, refer to the
following Web site:

http://publib.boulder.ibm.com/tividd/td/ITCAMNAS/prereq60/en_US/HTML/itcam
6.htm1

2.2 Managing server hardware platform

The hardware platform selection of the IBM Tivoli Composite Application
Manager for WebSphere V6.0 managing server is influenced by several
implementation factors. They are:

» 2.2.1, “Supported operating system” on page 16
» 2.2.2, “File system requirements” on page 17
» 2.2.3, “Hardware sizing consideration” on page 18

2.2.1 Supported operating system

The supported operating systems for the IBM Tivoli Composite Application
Manager for WebSphere managing server are:

The supported operating systems for managing server are:

» AIX V5.2 and V5.3

» Solaris 9 and 10

» Hewlitt-Packard UNIX 11iv1 (HP-UX11iv1)

» Red Hat Enterprise Linux 3.0 (RHEL 3.0) and RHEL 4.0 for xLinux, iLinux,
and zLinux

» SUSE Linux Enterprise Server 8 (SLES8) and SLE9 for xLinux, iLinux, and
zLinux

» Windows 2000 Server or Advanced Server with Service Pack 4 (SP4)
» Windows 2003 Server Standard Edition (SE) and Enterprise Edition (EE)
» Windows 2003 R2 Server SE and EE
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Note: If you have Windows 2003 Server with SP1, Windows 2003 R2 Server,
or a later version, you have to apply the hotfix provided by Microsoft at the
following Web site:

http://support.microsoft.com/default.aspx?scid=kb;en-us;899522

The Windows implementation of IBM Tivoli Composite Application Manager for
WebSphere managing server has a slightly larger memory footprint than when
installed on UNIX. Because the managing server components are constructed
from a set of Java processes, memory is an important factor to consider. Larger
implementations benefit by using a UNIX or Linux installed managing server and
must therefore be considered. We recommend a minimum memory of

4 gigabytes (GB) for a production level managing server. As the load and
processing requirements grow, you may have to adjust the available memory

accordingly.

2.2.2 File system requirements

The installation of IBM Tivoli Composite Application Manager for WebSphere
managing server requires a set of file systems. On Windows operating systems,

these file systems are directory structures on a physical drive.

Table 2-1 shows the necessary file systems.

Table 2-1 File system requirement

File system usage

Typical path

Size requirement

DB2 binaries

>
>

UNIX: /opt/db2_08_01
Windows: C:\PROGRA~1\SQLLIB

500 megabytes
(MB)

DB2 database

UNIX: /home/db2inst1
Windows: C:\PROGRA~1\SQLLIB

1 GB or more

WebSphere path

UNIX: /opt/WebSphere
Windows: C:\PROGRA~1\IBM\WebSphere

450 MB

Tivoli common directory

UNIX: /var/ibm/tivoli/common
Windows: C:\PROGRA~1\ibm\tivoli\common

200 MB or more

IBM Tivoli Composite
Application Manager for
WebSphere

UNIX: /usr/Ipp/IBM/ITCAM/WebSphere
Windows: C:\PROGRA~N\IBMAITCAM\WebSphere

250 MB

You may have to adjust the numbers in Table 2-1 for production environments.
Typically, the size requirement for the DB2 database grows as a function of the
monitored transaction volumes and the installation’s data retention policy. Other
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principal areas where size requirements vary widely include the log files stored in
the Tivoli common directory. These log files are very useful for debugging
purposes.

2.2.3 Hardware sizing consideration

The managing server workload is determined by several factors, such as:

»

The number of data collectors that connect to the managing server. Each
data collector generates information that must be processed by the managing
server.

The monitoring level for the data collectors. IBM Tivoli Composite Application
Manager for WebSphere is typically run with Level 1 monitoring for a
production environment. However, when more information is required, you
can modify this level on the fly to collect Level 2 or Level 3 information. While
Level 1 provides Servlet and Enterprise JavaBeans (EJB) invocation
information, Level 2 and Level 3 collect class-level and method-level
information.

The transaction rates for each data collector. Each transaction that is
processed by the application server generates information that is transmitted
to the managing server.

The sampling rate of the transactions. Although the managing server receives
data for all transactions, it only saves a certain percentage of these
transactions to the repository database.

The processing requirements for the managing server involve the usage of
processor, memory, and disk input/output (1/0). The managing server is typically
constrained by memory rather than processor or disk 1/O requirements.

2.3 Managing server software requirements

18

The managing server requires several prerequisite software components:

>
| 4
>

2.3.1, “Database” on page 19
2.3.2, “Web application server” on page 19
2.3.3, “Operating system specific requirements” on page 19
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2.3.1 Database

The managing server stores the performance information in a relational database
system. The databases that are supported with the managing server are:

» DB2 V7.2 EE/EEE Fix Pack 11 (FP11)
» DB2V8.1 ESE FP6

» DB2V8.2 ESE

» Oracle 9i S/E R2 9.2+

» Oracle 10g

The database is called the OCTIGATE database and is written to by the archive
agent component of the managing server. The visualization engine Web
enterprise application retrieves information from this database to be displayed
using the Web console.

The embedded installation wizard simplifies the installation of IBM Tivoli
Composite Application Manager for WebSphere and its prerequisites. It installs
IBM DB2 Universal Database™ V8.2 and IBM WebSphere Application

Server V6.0.1. If you use a different supported version of DB2, you cannot use
the simplified embedded installation method. This deployment guide
demonstrates only the embedded installation method.

2.3.2 Web application server

The managing server Web interface is provided using a Java 2 Platform,
Enterprise Edition (J2EE) compliant application. This requires the application to
be deployed to a Web application server. IBM Tivoli Composite Application
Manager for WebSphere supports the following WebSphere levels:

» WebSphere Application Server V5.1.x
» WebSphere Application Server V6.x

The embedded installation installs WebSphere Application Server V6.0 and
upgrades it with FP1. Other levels of WebSphere Application Server are
supported, but you cannot use them for embedded installation.

2.3.3 Operating system specific requirements

Other requirements for a managing server vary for different operating systems.
The product requires some facilities that are not installed by default or may
require additional components.

For Windows operating system, the IBM Tivoli Composite Application Manager
for WebSphere managing server requires the installation of Microsoft Services
for UNIX. Microsoft Services for UNIX allows a UNIX-like environment to run on
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the Windows platform, such as executing UNIX shell scripts or running some
basic UNIX programs.

For other operating systems requirements, refer to the IBM Tivoli Composite
Application Manager for WebSphere documentation page at:

http://publib.boulder.ibm.com/tividd/td/ITCAMWAS/prereq60/en US/HTML/it
camb.html

2.4 Networking requirements

From the networking point of view, IBM Tivoli Composite Application Manager for
WebSphere as a distributed application may require some additional
consideration, such as:

» 2.4.1, “Port usage” on page 21
» 2.4.2, “Communication traffic” on page 22
» 2.4.3, “Communication security” on page 22
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2.4.1 Port usage

IBM Tivoli Composite Application Manager for WebSphere uses several ports for
communication between the data collectors and the managing server. Figure 2-1
shows the port usage.

Tivoli Enterprise
Monitoring Server

N (1920

Tivoli Enterprise
Monitoring Agent

Data Collector” 31332

-
9122 9123 )
Publish Server 1 Publish Server 2 Kernel Server 1 Kernel Server 2

Managing server

Figure 2-1 Port usage

You may require an additional port to be opened in the firewall rule. You can
configure the data collector ports using a configuration file. However, the data
collector requires communication to at least six ports of the managing server
(four for kernel and two for publish server). If you install more than one data
collector on a node, you must open additional ports and assign unique values for
each in the respective datacollector.properties configuration files.

We do not use or configure a firewall for this basic deployment guide. For more
information, refer to the IBM Tivoli Composite Application Manager for
WebSphere documentation page at:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3rl/index.jsp?toc=/c
om.ibm.itcamwas.doc/toc.xm]
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Note: For a complex installation where firewall security is an issue, you can
use an optional component, the port consolidator, to minimize the number of
open ports required in the firewall.

2.4.2 Communication traffic

The traffic between the data collector and the managing server happens at the
following times:

» Atinitialization time, when the data collector downloads its configuration from
the managing server. The configuration information can be in the order of
several KB.

» Transaction information, when the data collector informs the managing server
of each transaction start and stop. Each notification contains the data bytes of
the data collector and the information that explains the data. This is the bulk
of the communication load, especially if the monitoring is performed in
Level 3.

» Server activity display and in-flight request search that is triggered by the
visualization engine request to collect in-flight task information.

2.4.3 Communication security

The communication between the data collector and the managing server can
potentially reveal the structure of the WebSphere application. If you need to
encrypt this information, IBM Tivoli Composite Application Manager for
WebSphere provides Secure Sockets Layer (SSL) encryption mechanism. You
have to deploy SSL certificates for all the data collectors and the managing
server in which you want SSL to be enabled.

2.5 Data collector considerations

The data collectors are installed in each application server to be monitored. The
data collector installation modifies the WebSphere Application Server setting. It
defines new custom services and creates a set of new variables. This may
impact updates or fixes to the WebSphere Application Server.

The new custom services is started using the -Xrun switch. For a Java Virtual
Machine (JVM), there can be only one -Xrun switch argument. Therefore, if there
are any other services that must be run using -Xrun switch such as the IBM Tivoli
Composite Application Manager for Response Time Tracking, the data collector
cannot be installed.
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Note: Coexistence with the IBM Tivoli Composite Application Manager for
Response Time Tracking J2EE monitoring component can be achieved if you
install the IBM Tivoli Composite Application Manager for WebSphere data
collector first. The IBM Tivoli Composite Application Manager for Response
Time Tracking J2EE monitoring component can use -Xrunvirt, which allows
multiple custom services to be launched from a single -Xrun switch.

The data collector is installed in a two-part process: the installation of the data
collector files and the creation of data collector instance inside the WebSphere
Application Server. You can install the data collector on multiple WebSphere
Application Servers in a single machine.

2.6 Deployment options

Based on the size of the deployment, we consider the following scenarios:

» 2.6.1, “Proof of concept deployment” on page 23
» 2.6.2, “Simple production deployment” on page 24
» 2.6.3, “Large-scale environment deployment” on page 24

2.6.1 Proof of concept deployment

This kind of deployment squeezes the product into a small environment with low
intermittent load. The product is installed in the shortest possible path. This
deployment is performed when the performance is of low concern.

You may have to perform this kind of deployment on a less than recommended
hardware feature. You have to perform some tuning action to make the product
run as expected. This includes reducing the amount of pre-allocated Java heap
for the managing server processes and removing the redundancy of the archive
agent and publishing server.

To reduce the memory requirement of IBM Tivoli Composite Application
Manager for WebSphere, consider the following:

» Do not start the second archive agent (AA2) and publishing server (PS2).
Remove references to AA2 and PS2 from am-start.sh and am-stop.sh.

» Do not start an unnecessary process:

— The message dispatcher may be stopped if you do not use the
trap-and-alert feature.

— The polling server may be stopped if you do not monitor the Apache Web
servers.
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— The global publishing server may be stopped if you do not correlate
transaction running in different WebSphere applications.

» Reduce the memory requirement for the kernel components. These memory
sizes are stored in setenv.sh program.

2.6.2 Simple production deployment

In this type of deployment, you must meet all the hardware and software
requirements. The product is expected to run continuously for a long period of
time and it has to meet a relevant production performance objective.

You can perform this installation with the default installation methods. Some
parameter changes may be necessary to cope with the workload and to tune the
solution. A typical configuration allows monitoring for 50 application servers. This
includes default memory sizes. Additional application servers or transaction
loads may require that you boost performance by increasing the memory size
configurations of the publishing server and the archive agent.

2.6.3 Large-scale environment deployment

For a large-scale deployment, such as an environment with hundreds of
application servers or with total transaction rates higher than 100 transactions
per second, you must implement IBM Tivoli Composite Application Manager for
WebSphere a little differently.

» Performance considerations imply that the servers should be extended
across multiple machines.

» Extensive database processing requires the use of a separate database
server.

» Additional deployment considerations may include a mass installation method
instead of the manual wizard-based installation approach.

» Maintenance can also be a major pain point for large-scale deployments. It
may not be feasible to update a large number of data collectors manually.
You must schedule patch installation to critical production servers and
consider the impact of this. For more consideration, refer to Large Scale
Implementation for IBM Tivoli Composite Application Manager for
WebSphere, REDP-4162

24 Deployment Guide Series: IBM Tivoli Composite Application Manager for WebSphere V6.0



Installing IBM Tivoli
Composite Application
Manager for WebSphere

In this chapter, we provide step-by-step instructions for installing IBM Tivoli
Composite Application Manager for WebSphere. These instructions also include
some basic initial customization steps that you must perform. Chapter 4, “Using
IBM Tivoli Composite Application Manager for WebSphere” on page 77 provides
more usage samples and scenarios. This chapter consists of the following
sections:

» 3.1, “Installation overview” on page 26

» 3.2, “Installing IBM Tivoli Composite Application Manager for WebSphere
managing server” on page 27

» 3.3, “Installing IBM Tivoli Composite Application Manager for WebSphere
data collector” on page 51

» 3.4, “Defining data collectors, server groups, and users” on page 61
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3.1 Installation overview

There are several deployment schemes that we can choose, as discussed in 2.6,
“Deployment options” on page 23. This deployment guide chooses to document
in detail the deployment for a simple production environment discussed in 2.6.2,
“Simple production deployment” on page 24. We consider this to be the most
common deployment schema that customers will have.

You can also use this guide for the proof of concept deployment option that we
discussed in 2.6.1, “Proof of concept deployment” on page 23. However, you
have to perform some additional modifications and configuration changes to
ensure that the limited capacity of the proof of concept system does not hinder
demonstration of the product’s capability.

A description of the large-scale deployment that we discussed in 2.6.3,
“Large-scale environment deployment” on page 24 is beyond the scope of this
deployment guide. Much more analysis and installation design must be
performed before even starting the product installation. For more information
about large-scale deployment, refer to Large Scale Implementation for IBM Tivoli
Composite Application Manager for WebSphere, REDP-4162 for more
consideration.

The installation process that we discuss in this chapter consists of the following
steps:

1. Installing the managing server. You must install the managing server before
any other IBM Tivoli Composite Application Manager for WebSphere
component. We provide step-by-step instructions for installing the managing
server on Windows platforms in 3.2, “Installing IBM Tivoli Composite
Application Manager for WebSphere managing server” on page 27.

2. After the managing server is up and running, you can begin deploying the
data collectors. The data collectors are installed on the WebSphere
Application Server that hosts composite application components. Each
application server must have its own data collector instance installed. We
provide step-by-step instructions for the data collector installation in 3.3,
“Installing IBM Tivoli Composite Application Manager for WebSphere data
collector” on page 51.

3. After you install and connect the managing server and the data collectors, you
have to configure them. You have to perform additional administrative tasks
to define users and server groups. We discuss these tasks in 3.4, “Defining
data collectors, server groups, and users” on page 61.

4. Optionally, you can install the IBM Tivoli Composite Application Manager for
WebSphere’s Tivoli Enterprise Monitoring Agent. This allows WebSphere
metrics to be forwarded to Tivoli Enterprise Monitoring Server for display
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using the Tivoli Enterprise Portal. Outside the basic scope of this guide,
Appendix A, “Tivoli Enterprise Monitoring Agent component” on page 127
provides step-by-step instructions for this optional installation procedure.

3.2 Installing IBM Tivoli Composite Application Manager
for WebSphere managing server

We perform the managing server installation on Windows platforms using the
embedded installation method. There are several prerequisite steps that you
must perform before installing the managing server. This section assumes that
you have installed Windows 2000 server with the latest fix pack that conforms to
the machine requirement for the IBM Tivoli Composite Application Manager for
WebSphere managing server. We discuss the following tasks in this section:

» 3.2.1, “Defining users and access rights” on page 27
» 3.2.2, “Installing Microsoft Services for UNIX” on page 33

» 3.2.3, “Running the IBM Tivoli Composite Application Manager for
WebSphere installation wizard” on page 39

3.2.1 Defining users and access rights

IBM Tivoli Composite Application Manager for WebSphere requires several user
IDs. Some of them are created by the installation, and you must create some of
them before installing the product. Furthermore, the user ID that performs the
installation may require some additional access rights to be able to successfully
install the IBM Tivoli Composite Application Manager for WebSphere managing
server.

Creating the installation user
To create a new user ID with membership in the Administrators group, perform
the following steps:

1. Log in as the administrator for the system.

2. To open the Computer Management window, select Start — Administrative
Tools — Computer Management.
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3. Expand the Local Users and Groups folder, right-click Users and select
New User, as shown in Figure 3-1.

Note: In this example, we create a user with the name itcamadm to
perform the installation. This name is not mandatory, you can use any
name appropriate for your environment. This user will be the IBM Tivoli
Composite Application Manager for WebSphere administrator.
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Figure 3-1 Creating the installation user
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4. In the New User window (Figure 3-2), perform these tasks:

a. Enter the user name itcamadm for the installation and administration user.
b. Enter a password.

c. Deselect the box for User must change password at next logon.
d. Click Create.

e. Click Close when done.

hewuser (x|

User name: Iitcamadm

Full name: IITEAM Administration and Installation U ser
Description: I

Password: Ioooooooo

Lonfirm password: |"""u|

™ User must change password at nest logon
™ User cannat change password

™ Password never expires

[” Account is disabled

coe_|

Figure 3-2 Setting the installation user password

5. Select the Groups folder in the tree view, right-click Administrators in the
detail view, and select Add to Group, as shown in Figure 3-3.
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- ,-g]n Removable Storage gPrint Operators Members can Help —
b E;' Disk Defragmenter Remote Desktop Users Members in this group are granted £...

; _;‘ Disk Management gReplicator Supports file replication in a domain

- Services and Applications ?fl e |lamrs ave neesented From makinn o

|Change Group membership., | |

Figure 3-3 Adding to the administrators group
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6. Click the Add button, type the user name just created, itcamadm, and click

OK.
7. In the Select Users window, click Check Names, as shown in Figure 3-4.
Click OK.
selectusers 2| x|
Select thiz object type:
IUsers or Built-in security principals Object Types... |
FEram this location:
IKHAHTDUM Locations... |
Enter the object names to select [examples):
FHARTOUMAitcamadm LCheck Mames
Advanced... | Cancel
4

Figure 3-4 Adding the installation user to the administrators group

8. Click OK again to close the Administrators Properties window. We have now
added itcamadm to the administrators group.

9. Close the Computer Management window by selecting File — EXxit.

Modifying the installer user access rights
After you create the installation and administration user, itcamadm, it is
necessary to assign the following additional access rights to this user:

» Act as part of the operating system
» Replace process level token
» Log on as a service

To do this, perform the following steps:

1. Open the Local Security Settings window by selecting Start —
Administrative Tools — Local Security Policy. Alternatively, run
secpol.msc from the command line.

2. Expand the Local Policies folder and select the User Rights Assignment
folder.
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3. In the detail view on the right, double-click the Act as part of the Operating
System policy, as shown in Figure 3-5.

"fi Local Security Settings (ol x]

File  Action Yiew Help

o OE X EB @

@ Security Settings Policy  # Security Setting | o
E@ Account Policies Access this computer from the netwark,
@ Password Policy as part of the operating
B8 Account Lockout Policy dd workstations to domain
E@ Local Policies 28] Adiust memary quotas For a process LOCAL SERVICE, ME. ..
-8 Audic Policy Allow log on locally Administrators, User, .,

(8 User Blghts .\.155|gnment Allow log on through Terminal Services Administrators, Rem. .,
@ Security Options " . . . .
(2 Public Key Policies Back up files and directaries Administrators,Back. ..
L - Bypass traverse checking Everyone, Administr, ..
(2] Software Restriction Policies i -
.g 1P Security Policies on Local Computer Change the system time LOCAL SERVICE,Ad...
[8¥1create a nanefile Administrators LJ
==Ll —_—

|
Figure 3-5 Adding local security settings

Click the Add User or Group button.
5. Type the user name, itcamadm. Click Check Names. Click OK.

Verify that the Administrator is also in the list with this policy. If not, add it as
well. The results look similar to Figure 3-6.

Act as part of the operating syste |

Local Security Setting |

L. Act as part of the operating system

:gi

Adminiztrator

FHARTOUMbikcamadm

Add User or Group... J Eemove

QK I Cancel | Lpply |

Figure 3-6 Adding the Act as part of the operating system policy
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7. Add itcamadm to the Log on as a Service policy using similar steps. In the
Local Security Settings window (Figure 3-5), double-click the policy Log on
as a Service.

8. Click the Add User or Group button.
9. Type the user name, itcamadm. Click Check Names. Click OK.
The results look similar to Figure 3-7.

Log on as a service Properties ﬂﬂ

Local Security Setting |

.4 Logon az a service

:gi

FRHART OLM teamadm

NETwORK SERVICE

Add Uszer or Group... | Eemove

()3 | Cancel | i |

Figure 3-7 Adding the Log on as a service policy

10.Close all the windows.
11.Restart the computer.

12.Log in as the newly created managing server installation and administration
user, itcamadm.
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Changing the user mode

If you are running a terminal server or use a terminal server session, you may
have to enable the administrator user to perform the installation. To perform this,
use the change user /install command.

Figure 3-8 shows the sample execution of the change user commands.

lﬁ Command Prompt

Microsoft Windows [Version 5.2.37981 u
{C> Copyright 1985-2803 Microsoft Corp. .

C:xDocuments and Settingssitcamadm>change user ?
Change Install Mode.

CHANGE USER {~ EXECUTE | ~INSTALL ! ~QUERY>
#EXRECUTE Enabhle execute mode (default>.

#INSTALL Enable install mode.
/QUERY Display current settings.

C:xDocuments and Settingssitcamadm>change user ~install
fUser session iz ready to install applications.

C:sDocuments and Settingssitcamadm>

Figure 3-8 Change user command

3.2.2 Installing Microsoft Services for UNIX

Download and install Microsoft Services for UNIX before installing the IBM Tivoli
Composite Application Manager for WebSphere managing server. Microsoft
Services for UNIX is available at the following Web site:

http://www.microsoft.com/windowsserversystem/sfu/

The download is a compressed file package SFU35SEL_EN.exe. When you run
it, the installation files are generated. The extraction dialog is shown in
Figure 3-9.

i ]
To unzip all files in SFU355EL_EN exe to the _
specified folder press the Unzip button.
Fun WinZip |
Unzip to folder:

CATENP Bowse.. |  Close

[V Qvenwrite files without prompting Pbout |
Help |

Figure 3-9 Extraction dialog
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To install Microsoft Services for UNIX, perform the following steps:

1. Start the installation program by running setup.exe from the installation
directory. The initial dialog is shown in Figure 3-10. Click Next.

i Microsoft Windows Services for UNIX Setup Wiza i im] 5

Welcome to the Microsoft Windows
Seryices for UNIX Setup Wizard

Thiz wizard helpz you install Microsoft Windows Services for
LN,

Microzoft Windows Services for UNEX provides additional
features for Windows Server that allow greater interoperability
with existing UMIX servers. Microzoft Windows Services for
LIMI alzo allows vou to migrate UMES shell scripts and
applications to the Interix environment running on Windows,

To continue, click Next.

Cancel

Figure 3-10 Welcome dialog

2. Enter your user name and organization information, as shown in Figure 3-11.

Click Next.
i'é‘- Microsoft Windows Services for U w =10l
Customer Information EF‘-
“'our customer information identifies your copy of Microzoft Windows Services for 3
LML

Type your cugtomer information:

User name:

Organization:

1B

< Back I Mest » I Cancel

Figure 3-11 User name and organization
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3. Read and select the accept license agreement button, if appropriate, as
shown in Figure 3-12. Click Next.

{5 Microsoft Windows Services for UNIX Setup Wizard i im] 5
License and Support Information <3
If you call Microsoft Product Suppart Services, you will be asked for your Product
1D nurnber.
Product 1D: 55875-270-1440937-00607

Fleaze read the following agreement. To continue with Setup, you must accept
the agreement.

End-Uszer License Agreement:

MICROSOFT END-USER LICENSE AGREEMENT f’
MICROSOFT WINDOWS SERVICES FOR
UNIX VERSION 3.5 i

* accept the agreemen_\_

" | don't accept the agreement

< Back I Mest > | EanceIJ

Figure 3-12 License agreement

4. Select Standard Installation, as shown in Figure 3-13. Click Next.

i3 Microsoft Windows Services for :m rd I ] 5
Installation Options 5
Setup iz ready to install Microzoft ‘Windows Services for UM, Select the N g
installation configuration that is appropriate for your computer. J

Install Microzoft Windows Services for UME= with the selected configuration:

Select thiz option to install standard components. Microsoft Windows Services for
LINI will be installed at C:ASFLUY
" Custom Installation

Select this option to zpecify the components and installation location of Microzoft
“iindows Services for LIM[.

For this version of Windows, Standard installation installs the following components:

Baze utilities, UM perl, Interix GNU utilities, Client for NFS, Server for MFS,
“windows Remate Shell service, Server for NFS Authentication.

For security reasons, except for Client for NFS and Interix Subsystem
Startup, all services and daemons associated with these components

| will be disabled after being installed.
< Back I Mest » I Cancel

Figure 3-13 Selecting the installation method
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5. In the security setting dialog (Figure 3-14), do not check any boxes. Click
Next.

{5 Microsoft Windows Services for UNIX Setup Wizard i im] 5

Security Settings <3
Setup needs to change low-level default security settings. ¥ g

Some Interix programs rely on the setuid mode bit which allows an executing program
to take on the identity of the owner of the pragram file itself. Setup can enable this
mechanizm. Thiz has security implications, which are explained in Install. htm.

[~ Enable setuid behavior for Interix programs.

“rou have chozen ta install Server for NFS, Base Utilities, UM Perl, Interiz GHU
Utilities. These features require support for case-zensitive file names to provide
complete compatibility with UMI<, Setup can change a 'Windows security setting so
that object names are handled in a cage-zensitive manner. Thiz haz security
implications, which are explained in Install. htm.

[" Change the default behavior to case sensitive.

Cancel J

< Back

Figure 3-14 Security setting

6. As the users that we use are local users, select the default Local User Name
Mapping Server, as shown in Figure 3-15. Click Next.

{i Microsoft Windows Services for L m I [ 3

User Name Mapping EE;

Configure the User Mame Mapping server.

" Remote User Mame Mapping Server

Tupe the name of the Uzer Mame kapping zerver that iz already set up in pour organization. |f
a Uszer Mame Mapping server is not already set up, it is recommended that you type the name
of the zerver where you plan ta ingtall Uszer Mame tapping.

& Local User Mame Mapping Server

If you have not decided to get up a remote Uszer Mame Mapping Server, it is recommended that
you zet up Uszer Mame b apping on this computer. Tao inztall User Mame Mapping on this
computer, click Next. Setup will configure User Mame Mapping to use simple mapping bazed
on how vou provide UMEX uzer and group names.

+ Metwork Information Service [NIS)

" Password and group files

< Back Cancel

Figure 3-15 User name mapping
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7. Keep the default for user name mapping dialog shown in Figure 3-16. Click
Next.

{5 Microsoft Windows Services for UNIX Setup Wizard i im] 5
User Name Mapping EF-
Configure local Uszer Mame Mapping using MIS. 3

Windows domain name:

MIS domain name:

MIS Server name: [optional if the MIS server iz part of the zame subnet as this computer]

< Back I Mest > | EanceIJ

Figure 3-16 Mapping options

8. The installation will proceed and transfer the files. When the installation is
complete, the window shown in Figure 3-17 opens. Click Finish.

{3 Microsoft Windows Services for UNEX Setup,/Mainl i 4

Completing the Microsoft Windows
Seryices for UNIX Setup Wizard

Y'ou have successfully completed the Microzoft Windows
Services for UM Setup wizard.

To enable a service now, use Services in the Administrative
Toolz group in Control Panel. Ta enable an Interiz daemon,
modify the inetd. conf file located in the fetc directory.

Please take a moment and read the release notes for cument
issues, and visit Microsoft Windows Services for UM on the
‘wheb for product news, updates, and partner information.

To close this wizard, click Finizh.

< Back Cancel

Figure 3-17 Installation completed

9. After the installation of Microsoft Services for UNIX is complete, you can add
a new path to your system path environment variable. From Control Panel —
System, select the Advanced tab and click Environment Variables.
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10.In the Environment Variable window, in the lower half of the window for
System variables, scroll down to select the Path variable and click Edit. Enter
additional path, as shown in Figure 3-18. Click OK.

Environment ¥ariables 2=l
r~User variables For itcamadm
‘ariable | Walue
TEMP “USERPROFILES:\Local Settings\ Temp
TP “lSERPROFILES:\Local Settings) Temp
- o ~
Edit System Yariable 2=l
Bt Edit | Delete Yariable name: I Path
Syt S ‘Wariable value: I CASFU comman'; C:4SFLYbing C: Y SFLU sbin|
‘ariable | Walue | - oK I Cancel ]
05 Windows_NT
PATHERT D YES; WEE; . 15; |
PROCESSOR_A...  x86
PROCESSOR_ID... x86 Family 15 Madel 2 Stepping 7, Genu... LI
Tew | Edit | Delete |
Ok | Cancel ]

Figure 3-18 Modifying the system path

Now that you have installed Microsoft Services for UNIX, you can start the
installation of the IBM Tivoli Composite Application Manager for WebSphere
managing server.
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3.2.3 Running the IBM Tivoli Composite Application Manager
for WebSphere installation wizard

If you install the managing server from a physical CD-ROM, the installation
wizard will copy the CD-ROM content to a temporary directory so that the
embedded installation can use the CD-ROM to load additional products such as
DB2 Universal Database or WebSphere Application Server.

Perform the following steps:

1. Start the installation wizard by using the launch pad (Figure 3-19). Click the
Install ITCAM button.

b ITCAM Installation LaunchPad

Tivali. Composite Application Manager

Installation Prerequisites

Prerequisile Information. ciick this button {or press Alt+P) to find prerequisite information
about IBM Tivoli Composite Application Manager.

Figure 3-19 IBM Tivoli Composite Application Manager for WebSphere launch pad
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2. The IBM Tivoli Composite Application Manager for WebSphere installation
wizard welcome dialog is shown in Figure 3-20. Click Next.

=100 x|
Welcome to IBM Tivoli Composite Application Manager.

Fallaw the Instructions in this installation program to install the following produst component an your
computer:

ITCAM for ek Sphete Managing Server 6.0

To continue, click Mext. See the installation guide for detailed descriptions of the steps. NOTE: The
installation program installs the required Java Virtual Machine

InstallShield

Cancel

Figure 3-20 Welcome dialog
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3. Accept the software license agreement as shown in Figure 3-21. Click Next.

o =]

International License Agreement for Early Release of Programs
Part1- General Terms

BY DOWMLOADIMNG, INSTALLIMG, COPYING, AGCESEING, OR USING THE PROGRAM YOU AGREE TO

[THE TERMS OF THIS AGREEMENT . IF YOU ARE ACCEPTING THESE TERMS OM BEHALF OF ANOTHER

PERSON OR A COMPANY OR OTHER LEGAL ENTITY, YOLU REPRESENT AMD WARRANT THAT vOU

HAYE FULL AUTHORITY TO BIMD THAT PERE0ON, COMPANY, OR LEGAL ENTITY TO THESE TERMS. IF
Ol DO MOT AGREE TO THESE TERMS,

DO MOT DOWNLOAD, INBTALL, COPY, ACCESS, OR USE THE PROGRAM, AND

PROMPTLY RETURM THE PROGRAM TO THE PARTY FROM WHOM YOU ACQUIRED IT. IF YOU
OOWNLOADED THE PROGRAM, CONTACT THE PARTY FROM WHOM YOU ACOUIRED IT.

"Early Release" means thatthe Program is not formally released or commercially available. The term does
not imply that the Program will be formally released or made commercially available. |[BM does notwarrant
hat should a Program be farmally released or made commercially available that it will be similar ta, or
compatible with, Early Release versions

"IBM" is International Business Machines Corporation or one of its subsidiaries.
"License Infarmation” {"LI") is a document that provides information specific o a Program. The Program's LI

is available in a file in the Program's directory, by the use of a system command, or as a booklet which
accompanies the Program. The LI may also be found at hitp:wa ibm eomisoftwarerslal

-
a0 S o ol oo criainel oo LIRS L OB 1 i S _I

& | acceptthe terms in the license agreement

£~ | do not accept the terms inthe license agreement

Install=Shield

= Back | Mew = I Cancel

Figure 3-21 Software license agreement
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4.

Thod

Tivoli. software

v
R

InstallShield ——— —

The dialog in Figure 3-22 asks you whether the installation is performed from
a CD-ROM. For CD-ROM installation, the wizard copies the installation image
to a temporary directory and restarts itself. We are installing the product from
a local drive. Select No. Click Next.

Install the Managing Server, Yersion 6.0 — 3l x|

= * No
> % Ta perform an installation from the CO-ROM, the [EM Tivali Composite Application M ar it tion
images will be copied into a temparary directory, Prass Mextto accept the value o allatian,

or browee to the location of your choice. This may take a few minutes

IC\DOCUME~1\ilcamadm\LOCALB~1\TEmp Browise

Bpace required: VB ME
Space available 32 ME

‘r‘.tj

rl;-'
!

= Back I Mew = I Cancel

Figure 3-22 Media selection dialog

5.

Theot

Install=thield

Enter the path that you want to install IBM Tivoli Composite Application
Manager for WebSphere on, as shown in Figure 3-23. The default path for
Windows system is C:\Program Files\IBM\itcam\WebSphere\MS. Click Next.

Install the Managing Server, Yersion 6.0 | - |EI|1|

Click Mext to install the Managing Server to this falder, or click Browse to install to
\ a different folder.

Directory Name:

!C:IProgramFiIeSIIBMIitcamIWebSpherelMS Erowse |

Space required: TEO MB
Space available: 31428 ME

Tivoli. software

= Back Cancel

Figure 3-23 Directory path
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Note: In this guide, we refer to this managing server installation location as
$AM_HOME.

6. For an embedded complete installation, select all the features in the IBM
Tivoli Composite Application Manager for WebSphere managing server, as
shown in Figure 3-24. Optionally, you can install the visualization engine and
database tables separately. Click Next.

v Install the Managing Server, Yersion 6.0 | =lalx

Select the features for "ITCAM for WebSphere Managing Server 6.0 you would like

\ to install:

BeFroduct Installation|
v Managing Server Files
EE Vizualization Engine
v Database Tahles

Install=hield —

Tivoli. software

= Back Cancel

Figure 3-24 Component list

7. Select Install DB2, as shown in Figure 3-25. Click Next. You can also use an
existing DB2 or Oracle database, if you already have them installed and the
managing server has access to these database.

stall the Managing Server, Yersion 6.0 - |EI|1|

Datahase Options

" Use an existing DB2 database.

" Use an existing Oracle database.

Tivoli. software

|Ehield —

= Back Mext = Cancel

Figure 3-25 Database installation option
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8. Because we install DB2 from scratch, the wizard asks for some DB2-related
information. It asks for the DB2 instance user and administration user,
typically these users are called dasusr1 and db2inst1. Enter the information in
the User Name, Password, and Verify Password fields, as shown in
Figure 3-26. Click Next.

! Install the Managing Server, ¥ersion 6.0 - |EI|1|

DB2 Administration Server LUser Account

. Type the required information in the text boxes. Specify an administrative user for the
database that you want the management server to use.

MNOTE: This user should not exist. The DB2 installer needs to create this user.

User Mame |dasusr1
FPassword |""""*"‘*
Werify Password |"""“""""1

Install=hield — S . N

= Back I Mext = | Cancel |

Figure 3-26 Selecting the DB2 user

9. For DB2 installation, you must provide the source of DB2 installation image.
Figure 3-27 shows the dialog for DB2 installation image. Note that you must
have the setup.exe of DB2 in the path. Click Next.

" Install the Managing Server; Yersion 6.0

Tho

In order to perform an embedded installation of DB2 8.2 or WebSphere Application
‘2% Server 6.0, a valid installation image must be provided. Browse to the location of
. yourinstallation images.

Example: CADE2_82_Imagesi011_ESE_WIN_32_MNLY
|ratonru1y DocurnentsiSOFTWAREW b 21011 _ESE_WIN_32_MNLY

= Back Mext = Cancel

Figure 3-27 DB2 installation location

Deployment Guide Series: IBM Tivoli Composite Application Manager for WebSphere V6.0



10.The DB2 installation starts as shown in Figure 3-28. This will take some time.

=10l x|

stall the Managing Server, ¥Yersion 6.0

Installing DB2.

| 0%

Install=hield

= Back ancel

Figure 3-28 DB2 installation progress

11.After the DB2 installation is complete, the wizard collects information for
creating the OCTIGATE database. Figure 3-29 shows the dialog. Most of the
information here is prefilled because DB2 is installed using the embedded
installation. You must supply an existing user ID for the Admin User prompt,
this will be the user to log in initially to the Web console. Type itcamadm for
this. Click Next.

.Install the Managing Server, ¥ersion 6.0 ‘ @ — |EI|1|
Datahase Configuration

Type the required information in the text boxes to specify the database to he used for
creating the management repository.

Database Host Mame |khanoum.itsc.austin.ibm.com
Fort Mumber IW

Database Name Ioctigate

Adrmin User |itcamadm

Database Instance User D |db2inst1

Database Instance Password Im

Werify Pagsward |***'***'**

Database Schema User D |db2inst1

Database Schema Password Im

Werify Passward |***'***'**

JDBC Path |nSpheremMSIDEZISALLIBYava]  Browse |

Install=tield

= Back | Mext = | Cancel |

Figure 3-29 Creating database parameter
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12.After the OCTIGATE database is created, the installer searches for the
WebSphere Application Server installation. In this case, Figure 3-30 shows
that we do not have WebSphere installed. Click Next.

Theot

.Install the Managing Server, ¥ersion 6.0 - |EI|1|

The following WebSphere Application Server products were found on your

computer. Select a praduct fram the list an which to install IBM Tivoli Composite

Wpplication Manager for WebSphere. [fthe WebSphere Application Server product
ol wantto use does not appear in the list, specify the product installation directary

by selecting the checkbox. If multiple installations are found, make sure the one
elected is running.

Mote: Ifthere is no WehSphere Application Server installed and it needs to he

installed, click Mext.

0 - Mot Found

Specify anather WebSphere Application Server instance. -

Erowse

ehSph taplication Server Installatio rectony

Install=hield  —

= Back et = Cancel |

Figure 3-30 WebSphere not found dialog
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13.Because we do not have any previous installation of WebSphere Application
Server, the dialog in Figure 3-31 shows the WebSphere Application Server
new installation parameters. Enter the password in the Password and Verify
Password fields. Click Next.

! Install the Managing Server, ¥ersion 6.0 — ||:||1|

The installation program was not ahle to detect a supported version of YWebSphere
Application Server on the system. To install WehSphere Application Server, enter the

- userthat will be used to runWebSphere Application Server and the installation location.
Accept the default port for the WebSphere administrative consale ar enter a new one.

User IAdministrator

FPassword I*‘*‘*‘“‘“‘*
Yerify Password I’*‘*"""ﬂ
Administrative Console Port |guau

Specify the installation directary:

€+ |C:1Pr0gramFilesllElMIitcamlWebSphere‘tMSIWA: Erowse

| ' Space required: 1100 ME
| |8 Space available: 31033 MB

InstallShield — —

= Back Hext = Cancel

Figure 3-31 New installation of WebSphere
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14.You must provide the installation source for both WebSphere Application
Server V6.0 and refresh pack 1, as shown in Figure 3-32. Click Next.

=10l x|

In order to perform an embedded installation of DB2 8.2 or WebSphere Application
Server 6.0, avalid installation image must be provided. Browse to the location of your
installation images.

WAS B.0 Installation Image Location
Example: CWVAS_B0_Images
IS and SettingstAdministratonby Documents\SOF TYWAREWYASE Browse |

WiAS B.0.1 Refresh Pack Installation Image Location
Example: CUWVAS_B01_Imageswpdateinstaller

||d Settings\administratonky Documents\SOFTWAREWYasESFR1 Erowse |

Install=hield

= Back Mext = Cancel

Figure 3-32 WebSphere Application Server installation sources

15.After you install all the prerequisites (DB2 Universal Database and
WebSphere Application Server), you can start the actual IBM Tivoli
Composite Application Manager for WebSphere managing server. You must
specify two kernel machines for IBM Tivoli Composite Application Manager
for WebSphere as shown in Figure 3-33. Click Next.

stall the Managing Server, Yersion 6.0 - - |EI|1|

= 1 P Enter the names or IF addresses of the servers where you
//ﬁ‘ \ want to install the primary and secondary kernels.

Frimary Kernel |khanoum.itsc.austin.ibm.com

Secondary Kernel |khanoum.itsc.austin.ibm.com

lIShield —

= Back Cancel

Figure 3-33 Kernel information
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16.Each component of the managing server uses a Transmission Control
Protocol Internet Protocol (TCP/IP) port to communicate with other
components. The dialog in Figure 3-34 lists the port usages for IBM Tivoli

Composite Application Manager for WebSphere managing server. You can
change any of these port definitions. Click Next.

stall the Managing Server, ¥Yersion 6.0

=10l x|

This panel displays the ports that can be customized, the
ports are listed with their default values.

You can change the values hy double clicking an the Yalue
field. Press Enter for the change to take effect.

Install=hield

= Back

Port Walue
PORT_ARCHIVE_AGEMNT 9129
PORT_ARCHIVE_AGENT2 9130|
PORT_KERNEL_CODEBASEDM W2z
PORT_KERNEL_CODEBASEDZ 9123
PORT_KERNEL_RFS01 9120|
PORT_KERNEL_RFS02 1 9121|
PORT_KERMEL_RMIO1 A L
PORT_KERNEL_RMIOZ N 9119
PORT_MESSAGE_DISPATCHER 9106
PORT_PA 9111
PORT_PS2 9104
PORT_PS 9103
PORT_SAM 9126
PORT_SAM2 o mT

Figure 3-34 Port information
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17.Before the installation begins, the summary information is displayed as shown
in Figure 3-35. Click Next and the installer starts transferring the product files.

=10l x|

ITCAM for WebSphere Managing Server 6.0 will be installed
in the fallowing location:

CAProgram FilesiBhitcamivebSphereiis
with the following features:

Managing Server Files
Vizualization Engine
Database Tahles

for a total size:
104.7 MB

Install=hield

= Back Cancel

Figure 3-35 Installation summary

18.Figure 3-36 shows that the installation is complete. Click Finish.

T Install the Managing Server, ¥ersion 6.0 - |EI|1|

| 0 Flease read the surnmary infarmation below.

,//‘ \ The InstallShield YWizard has successfully installed

[ ITCAM far WebSphere Managing Server 6.0. Choose
- Finish to exit the wizard.

InstallEhield -

cgack | men-

Figure 3-36 Installation complete
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3.3 Installing IBM Tivoli Composite Application Manager
for WebSphere data collector

The data collector installation is a two-step process. The first step installs the
software on the WebSphere Application Server system. The second step
configures the data collector for a specific application server instance on that
system. The following sections detail these steps:

» 3.3.1, “Installing the data collector” on page 51
» 3.3.2, “Configuring the data collector” on page 58
» 3.3.3, “Configuring additional application server instances” on page 60

3.3.1 Installing the data collector

The following procedure installs the IBM Tivoli Composite Application Manager
for WebSphere data collector on a WebSphere Application Server system. Install
the data collector on a machine other than the one hosting the IBM Tivoli
Composite Application Manager for WebSphere managing server.

Note: Installing the data collector on the same WebSphere Application Server
instance as the one used by the managing server is not supported. If you have
to install the data collector and managing server on the same machine, you
must create a new instance of the WebSphere Application Server for the data
collector prior to this installation.
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To install the data collector, perform the following steps:
1. Verify that the WebSphere Application Server is running.

2. Start the Installation by using the setup_DC_w32.exe command either from the
data collector installation media or a copy of the image in a local directory.
The installation wizard opens with a welcome dialog, as shown in Figure 3-37.
Click Next.

e Install the Data Collector, ¥ersion 6.0 _ ||:||1|

Welcome to IBM Tivoli Composite Application Manager.

1 Faollow the instructions in this installation pragram to install the following product companent an
yaur computer:

ITCAM for WebSphere Data Callectar 6.0

To continue, click Next. See the installation guide for detailed descriptions of the steps. NOTE:
The installation program installs the required Java Yitual Machine.

Tivoli. software

Install=hield — —

Cancel

Figure 3-37 Welcome dialog

3. Select only the Application Monitor interface option, as shown in Figure 3-38.

Do not select the IBM Tivoli Enterprise™ Portal interface option unless the
IBM Tivoli Enterprise Monitoring V6.1 environment is already installed and
available. The installation of the data collector used for Tivoli Enterprise
Portal is covered in Appendix A, “Tivoli Enterprise Monitoring Agent
component” on page 127. Click Next.

™ Install the Data Collector, Yersion 6.0 _ ||:||1|

Which data callection agent{s) would you like to install? Select all that apply.

[V Data collection for ITCAM for WehSphere's Application Monitor interface

Data collection far ITCAM for WebSphere's Application Maonitar interface requires a separate
installation of ITCAM for WebSphere's Managing Server.

|~ Data collection for ITCAM for WebSphere's Tivali Enterprise Portal interface
Tivoli. software Data collection for ITCAM for WebSphere's Tivali Enterprise Portal interface requires a separate

istallshield

= Back Cancel

Figure 3-38 Selecting the installation components
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4. Accept the license agreement, as shown in Figure 3-39. Click Next.

Tivoli. software I do not accept the terms in the license agreement

Install=hield —

stall the Data Collector, ¥ersion 6.0 10l =|

| Please read the following license agreement carefully.
International License Agreement for Early Release of Programs i’

Fart 1 - General Terms

& {acceptthe terms inthe license agreement

= Back et = Cancel

Figure 3-39 License agreement

5.

The default prefilled installation path provided for Windows environments is
displayed as C:\Program Files\IBM\itcam\WebSphere\DC. This default path
will work. Because we do not want to have a space in the default installation
path, it is eliminated. This is becoming a best practice for installing software
on Windows. The install process will create the directory if it does not already
exist. Enter C:\IBM\itcam\WebSphere\DC, as shown in Figure 3-40. Click Next.

Note: In this guide, we refer to this data collector installation location
C:\IBM\itcam\WebSphere\DC as $DC_HOME.

stall the Data Collector, ¥Yersion 6.0 -| 10l =|
= Click Mext to install the Data Collector ta this falder, or click Erowse to install to a different folder.

. Directary Name:

|C:IIBMIitcamIWebSphere‘tDCl Erowse |

Space required: 150 MB
Space available: 56675 ME

= Back Mext = Cancel

Figure 3-40 Selecting the installation path
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6. Select WebSphere Application Server as the type of application server, as
shown in Figure 3-41. WebSphere Portal Server is also an option but this is
not covered in this guide.

Theot

.Install the Data Collector, ¥ersion 6.0 10l =|

Choose the type of application server that you would like to maonitor.

& \ehSphere Application Server

" \ehSphere Partal Server

Install=hield

= Back T Ne = Cancel

Figure 3-41 Selecting WebSphere type

7. The wizard detects any existing WebSphere Application Server installations
and their associated profiles on this machine. Choose the application server
profile to be instrumented with a data collector, as shown in Figure 3-42. Click
Next.

T Install the Data Collector, ¥ersion 6.0

. 1ol x|

The following WehSphere Application Server products were found an your computer. Select a product
from the list on which to install IBM Tivali Composite Application Manager forWehSphere. Ifthe
ehSphere Application Server product you want to use does not appear in the list, specify the product
installation directory by selecting the checkbox. If multiple installations are found, make sure the one
=elected is running.

Mote: Ifthere is no WehSphere Application Server installed and it needs to be installed, click Next.

profile: default
profile: ProcSma

r.ipecify another WebSphere Application Server instance. o

ehSphere Applic n Semer nstallation Cirectony:

C MehSpherelP: Erowse |

Install=hield

= Back Mext = Cancel

Figure 3-42 Existing WebSphere installation
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8. Verify the gathered information in the new dialog window. The installed
WebSphere Application Server is used to identify the Java environment that
the IBM Tivoli Composite Application Manager for WebSphere data collector

will use. This information is prepopulated, as shown in Figure 3-43. Click

Next.

stall the Data Collector, ¥Yersion 6.0

The following information was gathered from the specified WebSphere Application Server.

=10l x|

WAS Homne |C:IIEIMIWEbSphereIPSvnproﬂlesldefault
Java Home |C:IIBMIWebSphereIPSvrIjava
WAS Version |6.D
WAS Profile Idefault
Install=hield
= Back Cancel

Figure 3-43 WebSphere properties

9. Enter the remote IBM Tivoli Composite Application Manager for WebSphere
managing server connection properties for both the primary and secondary

kernels, as shown in Figure 3-44. Click Next.

" Install the Data Collector,¥ersion 6.0

Tho

- =10l x|

Communication with the Managing Server

- Enter the following information about the primary server:

Frimary Kernel Server Name |g_3_5_34

Codebase Port |g122
FKS RFS Port |g120

Tivoli. software

Install=hield

(=] ]
Enter the fallowing infarmation ahout the secondary server:
'~ Secondary Kermel Senver Name Ig_3_5_34
Codebase Port |g123
FKS RFS Port |g121
= Back C o Mewt= Cancel

Figure 3-44 Managing server properties
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10.In the next dialog window, specify the installation path of the managing
server, as shown in Figure 3-45. Some instrumentation jar files will be
downloaded from the managing server installation using this path. Click Next.

Theot

.Install the Data Collector, ¥ersion 6.0 |

=10l x|

Enter the installation directory of the Managing Server. The directory is the

\ destination directory chosen during the installation of the Managing Server on host:
93584

Managing Server Home Directary  [cyPROGRA~1/ibmitcamiiiel

Install=hield

= Back | Mext = Cancel

Figure 3-45 Managing server installation path

11.Some core installation summary information is displayed in the next window,
as shown in Figure 3-46. Click Next to install the data collector.

Tho

" Install the Data Collector, Yersion 6.0

U 1ol x|

ITCAM far WebSphere Data Callector 6.0 will be installed in the following location:
CAEMitcamiiebSpher\Dic

for a total size:
97.5 MB

InstallShield ——

= Back

Cancel

Figure 3-46 Installation summary

12.When the installation is complete, the resulting window (Figure 3-47) provides
an option to either proceed and configure the data collector or to defer the
configuration until later. Select Launch the Configuration Tool. Click Next.

™ Install the Data Collector, ¥ersion 6.0

=10l x|

This installation program provides the aption to enable monitoring on the
application servers. Monitaring can be enahled at any time by running the Data

Collector Canfiguration Taol located in the Data Collectar install directary in the
config_de folder.

& Launch the Configuration Toal.

" Deferthe configuration until a later time.

Install=hield

= Back

Cancel

Figure 3-47 Launching the configuration tool
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The wizard launches the data collector configuration wizard. We discuss this

in 3.3.2, “Configuring the data collector” on page 58.

Note: You can manually launch the data collector configuration wizard
using the appropriate script in the $DC_HOME/config_dc directory.

13.When the configuration process is complete, a dialog box from the data
collector installation process opens, as shown in Figure 3-48. Click Finish to
exit.

T Install the Data Collector, Yersion 6.0 — ||:||ﬂ

i The InstallShield YWizard has successfully installed [TCAM forWebSphere
/‘5/ \ Data Collector 6.0. Choose Finish to exit the wizard.

= ]

§

Install=hield — — M _

= Back [ et =

Figure 3-48 Installation completed

This completes the installation of the data collector.
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3.3.2 Configuring the data collector

After you install the data collector on a WebSphere Application Server system, as

described in 3.3.1, “Installing the data collector” on page 51, you have to
configure the data collector.

1. The configuration tool welcome dialog opens as shown in Figure 3-49. This
can be a continuation from the installation wizard or a new configuration. Click

Next.

™ Data Collector Configuration Tool, Yersion 6.0 - |EI|1|
Welcome to IBM Tivoli Composite Application Manager
Follow the instructions in this installation pragram to install the following product
campanent on your computer:
ITCAM far WebSphere Data Callector Configuration Tool 6.0
To continue, click Next. See the installation guide for detailed descriptions of the

= installation steps.
Tivoli. software
Install=hield
=Ba | Mext = J Cancel

Figure 3-49 Configuration tool welcome dialog

2. The next dialog (Figure 3-50) shows both the configure and unconfigure

options. As this is an initial installation, select the Configure servers for data
collection option. Click Next.

Theot

.Data Collector Configuration Tool, Yersiol - 10l =|

Wiould you like to configure ar unconfigure servers for data callection?

b

.4

InstallShield —

& Configure servers for data collection.

" Unconfigure servers for data collection.

= Back

Cancel

Figure 3-50 Configuration option dialog

3. The configuration tool has to access the unique SOAP Connector port
belonging to a specific WebSphere Application Server instance to configure it

for data collection and monitoring. Figure 3-51 shows the dialog where you
have to enter this connection information. Click Next.
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Note: For a WebSphere Application Server network deploy installation with
multiple nodes, use the SOAP port for the deployment manager node. This
configuration topic is beyond the scope of this guide.

Theod

-..Data Collector Configuration Tool, Yersion 6.0 " 10l =|

Far a non-MD environment, enter the WebSphere Application Server name and
- S0AP port. Far an ND environment, you must specify the Deployment Manager
v name and SOAP port.

MOTE: Server(s) that Data Collectors will be installed an must be running during
installation. For MD environments, the Mode Agent and Deployment Manager must
also be running.

If'YWehSphere Glohal Security is enahled, then click on the Glohal Security Enabled
checkhox and enter the YWehSphere user name and passward.

Host Name ja.3.5.104

SOAP Connector Port |3330

[~ Global Security Enabled

EETRRES |

Password |

Install=hield —

= Back ] Mext = | Cancel

Figure 3-51 SOAP connection setup

4. The wizard retrieves the necessary information from the targeted WebSphere
Application Server instance through the specified SOAP Connector port. This
information is presented in a tree view, as shown in Figure 3-52. Select the
application server instance and click Next.

™ pata Collector Configuration Tool, Yersiol - |EI|1|

Selectthe servers that you waould like to
‘2% configure for this Data Collector:

_dcells
-4 peatiablode 01 Cell
=4 nodes

-4 peotiaioden

4 senvers
Tivoli. software I serverd

|IEhield
< Back | Mext = | Cancel

Figure 3-52 Selecting the application server instance
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5. When the configuration is complete, a configuration summary dialog opens,
as shown in Figure 3-53. Click Finish to exit the data collector configuration
wizard.

' Data Collector Configuration Tool, Yersion 6.0 10l =|

Configuration Summary
1 Restart the application server(s) for these changes to take affect.

Successfully configured application server
cellsipeorialoded] CellfnodesipeariaMode1fserversiservert .

Install=hield

cgack | men- I,

Figure 3-53 Configuration completed

6. Restart the targeted application server instance. This activates its newly
enhanced IBM Tivoli Composite Application Manager for WebSphere
monitoring and data collection capabilities.

You have successfully installed the IBM Tivoli Composite Application Manager
for WebSphere data collector in a WebSphere Application Server environment.
You have also configured a specific application server instance to allow
monitoring and data collection.

3.3.3 Configuring additional application server instances

A computer system with IBM WebSphere Application Server installed will almost
always have more than one application server instance running on it. Application
server instances may be referred to as application servers or Java Virtual
Machines (JVMs) periodically. With the IBM Tivoli Composite Application
Manager for WebSphere data collector installed once for the WebSphere
Application Server environment itself, just run the data connector configuration
tool multiple times to configure multiple, distinct application server instances.

We used the data collector configuration tool earlier to enable monitoring and
data collection for the server1 application server instance. To configure another
application server instance in the same WebSphere Application Server system,
perform the following steps:

1. Determine the SOAP Connector port for the application server instance that
has to be configured for data collection and monitoring.

The SOAP Connector port number is contained in a file called
serverindex.xml located in the application server instance’s own directory
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structure. For WebSphere Application Server Version 6.x, this file is located
under the following path:

WAS_home\appserver_instance\profiles\profile_name\config\cells\<cell_nam
e>\nodes\<node_name>\serverindex.xml

Performing a search for this file in your environment may be the easiest way
to locate it. The port number is located in the
SOAP_CONNECTOR_ADDRESS property.

Note: For WebSphere Application Server V5, the server.xml file contains
the SOAP Connector port information. The following path contains this file:
WAS_home\config\cells\<cell_name>\nodes\<node_name>\servers\<serv
er_name>\server.xml.

2. Launch the data collector configuration wizard. You can manually launch the
data collector configuration wizard using the appropriate script in the
$DC_HOME/config_dc directory.

3. After the data collector configuration tool starts and presents the configuration
tool welcome page, begin at step 1 on page 58 and complete each step.
Enter the new SOAP Connector information for the application server
instance that is being configured.

To summarize, WebSphere Application Server installations can host multiple
application server instances with each instance capable of hosting its own Java 2
Platform, Enterprise Edition (J2EE) applications and components. Each instance
is a separate JVM that can be monitored using IBM Tivoli Composite Application
Manager for WebSphere. Although the data collector installation occurred only
once for the WebSphere Application Server, you must configure each application
server instance separately using its own assigned SOAP connection information.

3.4 Defining data collectors, server groups, and users

After you install and configure the data collector and restart the application
server, the data collector automatically connects to the remote managing server.
There are some initial setup tasks that you have to perform from the IBM Tivoli
Composite Application Manager for WebSphere managing server system
console:

» 3.4.1, “Starting the IBM Tivoli Composite Application Manager for WebSphere
console” on page 62

» 3.4.2, “Activating data collection” on page 62

Chapter 3. Installing IBM Tivoli Composite Application Manager for WebSphere 61



>

»

3.4.3, “Defining server groups” on page 69
3.4.4, “Defining operators” on page 73

3.4.1 Starting the IBM Tivoli Composite Application Manager
for WebSphere console

Perform these initial setup tasks working from the system on which you have
installed the managing server components that comprise the IBM Tivoli
Composite Application Manager for WebSphere solution.

1.

Start the managing server if it is not already started for this Windows
installation. Using the Windows Graphical User Interface (GUI), select

Start —» All Programs — ITCAMfWS — am-start.sh. Alternatively, from the
command line, you can start the Micorsoft Services for UNIX environment
and issue the am-start.sh command. The command that you issue using the
Windows GUI does the same function. You can see this by right-clicking the
am-start.sh item in the Windows GUI menu path shown in the next section.

Double-click the desktop icon ITCAMfWAS to start the browser-based
managing server console. Alternatively, enter the following URL in your
browser to start this console:

http://MShost:9080/am/home

The welcome and login screen for IBM Tivoli Composite Application Manager
for WebSphere opens. Enter the user and password established when you
installed the managing server. See “Creating the installation user” on

page 27. The user we created in the lab as the administrator for this
installation is itcamadm.

3.4.2 Activating data collection

You have to complete several administrative tasks before the data collectors can
begin sending application server monitoring information to the managing server
for display. These are:

>

Assigning a configuration profile for the data collector. See “Data collector
configuration” on page 63.

Defining the monitoring level and sampling rate for the data collector. See
“Monitoring level and sampling rate” on page 66.
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Data collector configuration
A configuration is a profile that assigns a specific monitoring definition for a data

collector.

1. From the menu bar at the top of the browser console, select
ADMINISTRATION — Server Management — Data Collector

Configuration.

2. Click the Unconfigured Data Collectors link to view the newly installed data

collector. (If the data collector you just installed is not listed, see 4.3, “IBM
Tivoli Composite Application Manager for WebSphere problem determination
on page 123.)

3. Figure 3-54 shows the unconfigured data collector window. Configuring the
data collector means that we assign the data collector to one of the three
default profiles in the managing server. Select the J2EE Default profile using
the drop-down menu. Select the appropriate application server where the
data collector is installed. Click Apply.

File Edit Miew Favorites Tools Help

4} Data Collector Management - Microsoft Internet Explorer 10l =|

OBack =g T |ﬂ @ :‘ | ,-"Search - Favorites 44

=

Address I@:[ http: fikhartoum,itsc, austin.ibm, com: 9080/ amve/configfmanageUnconfiguredhC

Tivoli. Composite Application Manager for WebSphere

Configured Data Collectors

Uncaonfigured Data Collectors

Configuration Libra

Create a Confiquration |

UNCONFIGURED DATA COLLECTOR OVERVIEW
The Unconfigured Data Callector Overview page is a repository for all the data collectars
installed and not configured on your servers.

|£j Done

1-10f1 Results 1
IAppIyaConfiguraﬁon VI -
Admin Server B Application Server  Platform SelectAll Clear All
peoriaMode0 server] (default) WebSphere O
Apply |
1-10f1 Results 1
[T T T [ e mternet 4

Figure 3-54 Unconfigured data collector
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4. The Configured Data Collectors page opens with the new data collector
added to the list of already configured data collectors. See Figure 3-55. Click
the Configuration Library link in the menu box to the left.

20 per Page =

1-30f 3 Results 1

Uncanfigure
Admin Server B Application Server  Configuration Marme  Platform Status SelectAll Clear All

peoriaMode0 server] (defaulty JZEE Default WebSphere Dizahle | |
salemMode0] server] (defaulty JZEE Default WebSphere Dizahle | O

salemModenz server] {clnt001) JZEE Default WebSphere Dizahle | |

1-30f 3 Results 1

Figure 3-55 Data collector configuration
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This shows the default profiles for Customer Information Control System
(CICS), Information Management System (IMS), and J2EE, as shown in

Figure 3-56. These default profiles list the transaction names or class names

to be excluded when processing information in the data collector. These
configurations should be adequate for most installations. If necessary, you

can perform further customization by updating the configuration files.

Note: The association between a data collector instance and a profile is
eternal, that is, if we change the profile, all its historic monitoring data will

be lost.

CONFIGURATION LIST

Configuration Name E

CICS Default

IM3 Default

J2EE Default

Exclude (Classname)

DFH*, C5Q*, DSN*, DFS*,

CYN*

com.cyanea.’®, javax®,
oracle.*, sun.*, java.®,
com.sun.*, com.ibm.®,
weblogic.®, COM.rsa?*,
org.w3c.*, org.omag.*,
org.xml.*, com.beasys.®,
utils version.®,
org.apache.* flexim.*,
antir*, com.tivoli.*, 5P*.*,
COM.ibm.*, com.iplanet.®,
com.kivasoft.®,
com.netscape.®,

COM jrockit,
com.octetstring.*,
netscape.*, com.asnic?®,
db2j.*

Exclude Override (Classname) Associated Server

com.ibm._jsp.®,
org.apache jsp.*

traderMode01.semver
(default) (L3)
traderMode02.semver
(smr) (L3)

Modify Duplicate
A

Apply  Delete
a

Figure 3-56 Default monitoring profile

You have configured the data collector with the default J2EE profile.
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Monitoring level and sampling rate

Now that you have configured the data collector, you can view or change the
monitoring level and sampling rates that the IBM Tivoli Composite Application
Manager for WebSphere managing server uses.

The following list describes the different monitoring levels available:
» Level 1 (L1): Production Mode

This monitoring level provides availability management, system resources
and basic request-level data. It least affects the central processing unit (CPU)
overhead per transaction and is appropriate for servers that are not
malfunctioning.

» Level 2 (L2): Problem Determination Mode

This monitoring level provides production-level monitoring plus advanced
request data, including external component and CPU information, as well as
additional monitoring fields and functions. In this mode, you can view
component traces. These are traces that show J2EE request-related events
that are made to external services. You must use this level when you suspect
a problem, or when you have to capture data about external events but do not
need all the method-level data.

» Level 3 (L3): Tracing Mode

This is the most powerful monitoring level because only this level utilizes all
reporting elements available. For example, in L3 the server activity display
shows additional data for the following columns: Accumulated CPU, Last
Known Class Name, Last Known Method, and Last Known action. In addition,
on the Request Detail page, the Method Trace with Structured Query
Language (SQL) statements are also available. L3 has inherently higher
overhead than the other monitoring levels. Therefore, you must use this level
for servers that have been selected for diagnostics and detailed workload
characterization. It is advisable to schedule L3 for a very short period of time
when investigating issues on a production application server.

Note: You must set the monitoring level to either Problem Determination
Mode (L2) or Tracing Mode (L3) to retrieve information about lock
contentions and lock acquisitions.
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To view or change monitoring levels, perform the following steps:

1. To view the default monitoring level, polling frequency, as well as the
sampling rates specified for each monitoring level option, from the menu bar
at the top of the console, select ADMINISTRATION — Managing Server —
System Properties. Figure 3-57 shows an example.

Tivoli. Composite Application Manager for WebSphere

HOME | ADMINISTRATION | AVAILABILITY | PROBLEM DETERMINATION | PERFORMANCE ANALYSIS | LOGOUT | HELP

SYSTEM PROPERTIES
On the System Properties pages, set and modify the system settings for the Application Monitor.

" " N
F RS N

Data Collection Settings System Resources Polling
Frequency IEU second(s)
Enterprise Overview Display
Request Sampling Rate |2[J_U 20.0 |100.0
SNMP q pling L1% L2% L3%
Default Monitoring Level  [(L2) Tracing Mode Ea

Maximum Method Records ]10000

Maximum IMS Message Data I_ Jliccd
Length 256

Reset Save |

=l

Figure 3-57 Default monitoring level

Depending on a composite application’s complexity and transaction level, it
may be necessary to adjust the sampling rates. The default sampling rate of
2% assumes a very busy application server. We want to specify an
appropriately high sampling rate to capture statistically significant information
about the transactions, and yet not overload the database with too much
similar, statistically irrelevant, information.

Note: This is a rule of thumb example for calculating an initial sampling
rate. We require at least five transactions per workload transaction mix per
minute. If we have five different invoked transactions throughout the day;,
we will want to collect 25 transactions per minute (five times five equals
25). If the application server has approximately 200 total hits per minute,
we set the sampling rate to 13%. In this example, 25 divided by 200 is
approximately 13%.
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2.

Calculate an appropriate estimated sampling rate for the remote WebSphere
Application Server to be monitored. See the previous Note.

In the lab environment where we developed this guide, we used a Trader
application to generate adjustable transaction loads. See Appendix B, “Trader
application usage” on page 139 to obtain the additional material. See
Appendix A, “Tivoli Enterprise Monitoring Agent component” on page 127 for
information about how to use this Trader application. In the development
environment for this guide, we used monitoring level L3 with 100% sampling
rate.

Important: When you monitor a production application server, do not use
L3 for more than a few minutes because this may adversely affect
performance of the application server. You can also use scheduling to
dynamically collect L3 information periodically.

Select ADMINISTRATION — Monitoring On Demand® from the menu to
view each individual application server nodes monitoring level.

A dialog similar to that shown in Figure 3-58 opens. Click the orange arrow
icon for the appropriate node.

/3 Monitoring on Demand {MOD) Consi ’m m (=] 9]
File Edit Miew Favorites Tools  Help | :}'
QBack -~ &) - [¢] 2] & |  Search < Favarites 42 | - s =
Address I@j http:,f.fkhartoum.itsc.austin.ibm.com:9080,!’am,l’ve,l’m0dIconsole?pagesize=20&pagﬂ a Go | Links **
1-30f 3 Results 1
Schedule Current Schedule
GroupiServer B Flatfarm Mame CurrentLevel Sampling ChangefCOverride
TRADERS «]
salemMode0l serverl  Windows - 100% o
(defaulf)
salemNode02Sever! | yyingos . 100%
(cint001;
UMASEIGMED SERVERS «]
peotiaMode0l serverl  Windows - 100.0% o
(defaulf)
Al Servers I G
1-30f 3 Results 1 -
Kl | _>l_I
@i |_|_|_|_|_|O Inkernet v

Figure 3-58 Monitoring On Demand
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5.

You can change these values, or create or change a scheduled time for
collecting information, as shown in Figure 3-59. Click OK to close this window.

SELECTED GROUPISERVERS

GROUPISERYER Flatfarm Schedule Mame  Current Level Current Sampling
pecriaklode(l senert {defauly  Windows - 100.0%

SETTING OPTIONS

Schedule Selection | Mo Schedule x|

Override Monitoring Level  |[(L3) Tracing Made x|

Sampling Rate |1DD.D iL1%:) |1DD.D (L2%) |1DD.D L%y M gystem Default
Cancel | Ok J

Figure 3-59 Changing the monitoring level

You have reviewed the newly installed and configured data collector’s monitoring
and sampling rates and possibly adjusted them for your environment.

3.4.3 Defining server groups

IBM Tivoli Composite Application Manager for WebSphere supports the grouping
and aggregation of information obtained from instrumented application servers.
Server groups provide this functionality. These groupings make the viewing and
reporting of aggregated information, as well as assigning access to IBM Tivoli
Composite Application Manager for WebSphere information easy and effective.
Some basic examples of helpful server groupings are provided in the following
list:

>

The enterprise overview allows users to understand the behavior of their
application servers at a glance, by graphically displaying throughput and
response time of server groups. In this case, the grouping of servers helps to
provide a high-level overview for a complex multi-server environment.

Using server groups for report generation allows us to run reports against a
combined group of servers instead of running separate reports against each
individual application server.

Another option that server grouping gives us is a more granular authorization
capability because we can grant access to servers at the group level.

Server grouping is also helpful if we want to change the monitoring level of
several servers at the same time.

Further examples of useful server grouping strategies include grouping by cell or
node, operating system, physical location, or by responsibility. For instance, we

Chapter 3. Installing IBM Tivoli Composite Application Manager for WebSphere 69



can group application servers according to the teams of people responsible for
managing them and then grant access through these different server groupings
to the appropriate team members.

Initially all the instrumented and configured application servers reside in a
generic group called unassigned servers. We assign them to server groups that
we create.

1. Click the menu item HOME and click the Group tab. A list of the unassigned
servers is shown similar to Figure 3-60.

I | | |
HOME | ADMINISTRATION | AVAILABILITY | PROELEM DETERMINATION | PERFORMAMNCE ANALYS

GROUP OVERVIEW
The Group Overview displays a high-level of activity for each serverin a group. Use the Group
Selection drop-down to change the view to a different group.

Enterprise Group Server Fortal Wiek

E%ﬁ%m Unassigned Servers - ‘ ‘

1-30f 3 Results

Marne B Status  Total Wolume (Last Houry
@ peoriabode0] server! {defaulth 976 (L3 Available 1]
@ zalembodel].server]{defaulfi 1472 {37 Available 1]
@ zalembodel? server! felnt0013.2282 (L3 Available 1]

Figure 3-60 Unassigned servers

2. From the menu, select ADMINISTRATION — Server Management —
Server Groups.

3. Click the link Create Groups to create a new group.

4. Enter A11 for the group name. Scroll down to the Group Members section and
select, then add, all the available servers to the Servers in Group window by
clicking the Add button. Click Save to create this server group.
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To create helpful server groupings consider:
» The number of servers to monitor: Does the grouping make sense.

» The organizational and processes that are used for monitoring the
environment: Who is responsible for what servers and applications, who
needs to have access to what server information.

» How reporting is used: What reports are necessary, what type, and how many
reports are manual and how many are scheduled.

In the lab environment, we created three server groups called A4//, Trader, and
WPS on WAS, as shown in Figure 3-61.

SERVER GROUP MANAGEMENT
lse the Server Group Management page to add and delete server groups.

Group Mame Description
All Agoregate of Trader and WPS infarmation B Delete
Trader Trader Client and Server Compaonents 2 Delete

WES an WWaAS WebSphere Process Server an YWAS E Delete

Figure 3-61 Server groups

In a shared server environment, depending on the requirements for accuracy in
the enterprise overview perspective, grouping servers from an application point
of view can be an effective option.

In Figure 3-62, the group Trader_CICS_distr is an example of a server group that
is grouped by application. IBM Tivoli Composite Application Manager for
WebSphere allows a server to be assigned as a member of several groups. This
allows the creation of server groups from an application point of view, which
includes transactions that share servers with other applications. In this example,
there are several WebSphere Application Servers that access the same CICS
and IMS systems. These application servers are members of several groups. For
instance, the IMS server is part of the group IMS distributed and also the group
IMS zOS.

Note: Using shared servers in server groups may cause misinterpretations in
the enterprise overview because transactions are not distinguished at
component level. For example, every server group that contains the same
shared CICS server will see all transactions from this CICS server. The
number of requests and response times aggregated in the Enterprise View tab
will include transactions triggered by servers that are not part of the group.
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Figure 3-62 shows a grouping of servers from an application perspective. Note
the performance patterns for groups IMS_distributed and
Trader_CICS_distributed: There have not been any IMS activities during this
period of time. The explanation for this possibly misleading information is that
both CICS and IMS transactions run on the same WebSphere Application
Server.

Enterprise Group Server Fortal Wieh Setas by Defauli Fage,

Avallable TotalYolume

Mame B Servers {Last Hour) Throughput (Requests/s min, Last Hour) Fesponse Time (ms, Last Houn
Al 100% (515 a3
@ R oo m
75
=11 200,000
I-ull -55 -50 -45 -40 -35 -30 -25 -20 -15 50 -50-45-40-35-30-25-20-15-10-5 0
@ M2 distributed 100% (33 75 ) m
100 y
75
50 200,
25 100,000
”-uu -55 -50 -45 -40 -35 25 -20 -15 50 "-i.-n-EE-."H--i."-:‘ul-'::E-E:H-_'E-_'H-l'.'--ul S50
IMS 705 100% (212 0
° @2 . m
75
111
G0 1 —45 _40 -35 -30 20 -15 -1¢ 1] ”_;_..._55_5.._45_4.._35_3:..__-5__-”_15_1.. 50
& Trader CICS distr  100% (33 93 m
50 200000
25 100,000
”-uu -55 -50 -45 40 -35 25 -20 -15-10 -5 O "-i.-n-EE-."H--i."-:‘ul-'::E-E:H-_'E-_'H-l'.'--ul S50
& TraderCICS7OS  100% (2/2) 18 m

_Gil -55 -5 _35 -30-25-20 -15-10 -5 0 _G0-55-50-45-40-35-30-25-20-15-10 -5 0

1-5o0f5Results

Figure 3-62 Server group by application
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You have now defined server groups and assigned data collector information

sources to them in a meaningful and useful way. This server grouping capability

enables effective viewing, analysis, and reporting of monitoring information in

unique customer environments.

3.4.4 Defining operators

So far we have only defined the administrator user called itcamadm during the

installation process. See “Creating the installation user” on page 27. In a
multi-user IBM Tivoli Composite Application Manager for WebSphere
environment, it is advisable to create multiple separate users. To define a new

user for IBM Tivoli Composite Application Manager for WebSphere, perform the
following steps:

1. Create a user ID on the operating system where the IBM Tivoli Composite
Application Manager for WebSphere managing server is installed:

Our managing server is installed on Windows. Therefore, we define an
additional user, oper1 using the computer manager utility and assigning a

Use computer management on Windows system

Use smit for AIX system
Use adduser command on Linux system

Alternatively, use the appropriate tools for your server platform

password that never expires. See Figure 3-63.

E Computer Management - A

g File  Action Yiew ‘Window Help

=10l x|

JREDS]

o BEBE @

E Computer Management (Local)
Em System Tools

@ Event Yiewer

Shared Folders

Local Users and Groups

| Groups
Performance Logs and Al
Device Manager

_ e

-

Mame

| Full Mare

Description

gndministrator
gdasusrl
7 dbzinst1

Guest
lgitcamadm
goperl
$surrorT 38,

gvbudi

dasusrl
dbzinst1

Johin Doe
CN=Microsoft Corporation, ..
vhudi

Built-in account For administering the. ..

Built-in account For guest access kot
ITCAM Administration and Installatio...

ITCAM For WebSphere Operatar

This is a vendor's account for the He. ..

Figure 3-63 Operating system user create

2. Review the different user roles available. This is performed from the Web

console. From the menu, select ADMINISTRATION — Account

Management — Role Configuration to review the different default roles
available. Note that an operator cannot create new users or server groups
and so on. These roles can be modified for a customer’s environment, if

necessary.
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3. Define an IBM Tivoli Composite Application Manager for WebSphere user.
Select ADMINISTRATION — Account Management — User Profiles.

4. Enter the required information in the fields marked with an asterisk. Assign
one or more defined server groups to this user using the Group Access
portion of the window in the bottom section, as shown in Figure 3-64. In our
example, this operator has only been assigned access to the Traders server
group with the role of Operator.

Click Save to create this new operator. You have created a new operator with
appropriate access privileges.

*First Narne |.J0hn

*Last Narme |Doe

*User Name |oper1

Because WSAM uses the aperating systemn for authentication, an operating systerm acr|

account.
*0S User Name

|0per1
*Role I Operator LI
*Account Status | Active x|

Email Address |

Remarks 1 |

Remarks 2 |

Remarks 3 |

All Groups Granted

All Trader

WPS on WAL add |

| Remove 1

Figure 3-64 Creating the IBM Tivoli Composite Application Manager operator
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Note: The operator name in IBM Tivoli Composite Application Manager for
WebSphere and the operating system user name do not have to be the same.
You can also define many IBM Tivoli Composite Application Manager for
WebSphere operators with unique passwords using the same operating
system user.

This may be confusing for administrative purposes. We recommend that you
use a unique operating system user for each IBM Tivoli Composite Application
Manager for WebSphere operator. Furthermore, the IBM Tivoli Composite
Application Manager for WebSphere operator must have the same password
as the operating system login to avoid any confusion.

It is important to consider how IBM Tivoli Composite Application Manager for
WebSphere will be used in your environment and who will use it. The solution
produces reports that can be relevant to operational managers as well as service
or application development managers. Identifying the roles and responsibilities is
an important consideration because this affects the customization of IBM Tivoli
Composite Application Manager for WebSphere, especially in features such as
server groups.
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Using IBM Tivoli Composite
Application Manager
for WebSphere

In this chapter, we describe some of the methods to use IBM Tivoli Composite
Application Manager for WebSphere. The sections are:

» 4.1, “Monitoring WebSphere Application Server” on page 78
» 4.2, “Solving application performance problems” on page 104

» 4.3, “IBM Tivoli Composite Application Manager for WebSphere problem
determination” on page 123
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4.1 Monitoring WebSphere Application Server

This section discusses some of the methods to use IBM Tivoli Composite
Application Manager for WebSphere when monitoring the IBM WebSphere
Application Server. We discuss the following:

» 4.1.1, “Working with the Web console” on page 78
» 4.1.2, “Use case scenarios” on page 96

Tip: It is useful to have a Java 2 Platform, Enterprise Edition (J2EE)
application running and also have some historic data collected from one or
more instrumented application servers to effectively work with the information
discussed in this section. IBM Tivoli Composite Application Manager for
WebSphere is already installed, see “Installing IBM Tivoli Composite
Application Manager for WebSphere” on page 25. If you do not have an
application installed on your data collector instrumented application server, a
simple application called Trader is available. You can install and run it prior to
working through these sections.

See Appendix C, “Additional material” on page 143 for instructions about how
to download and install the Trader application.

See Appendix B, “Trader application usage” on page 139 for instructions about
how to use the Trader application.

4.1.1 Working with the Web console

The Web console for IBM Tivoli Composite Application Manager for WebSphere
is also called the visualization engine. There are different ways to use this Web
console. Two typical usage scenarios for IBM Tivoli Composite Application
Manager for WebSphere are: To monitor currently running application servers
from a first line high-level operations perspective to detect whether a problem is
developing or has occurred. The second usage scenario is to perform a detailed
analysis of the application server performance after or preferably before a
problem has started to impact the composite application.

This section discusses these two Web console usage scenarios in the following
sections:

» “Monitoring application servers” on page 79

» “Analyzing application server statistics” on page 83

It is advisable for operations personnel to leverage both the monitoring and
analysis capabilities of IBM Tivoli Composite Application Manager for
WebSphere. Regular high-level monitoring, as well as in-depth analysis, keeps
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the systems up and running, detects potential developing problems, and
provides tools and reports. The second line operations, deployment, and
development teams can use these tools and reports to help them quickly
determine root cause, fix, and improve the monitored applications.

Monitoring application servers

When operations personnel monitor their production WebSphere Application
Servers, their first objective is to observe and monitor, from a high level, the
overall performance and health of their systems. They do not yet have to focus
on specific transactions or components that comprise these composite
applications from this high-level monitoring perspective.

Typical application server monitoring for operators has several levels of detail
available. Operator assignments and server group configurations affect the
display of the available information. The typical monitoring levels are:

» Enterprise monitoring

The operator sees the aggregate performance of all application servers and
their associated applications.

» Group monitoring

The operator sees an overview of the grouped application servers in an
assigned server group including their aggregate transaction volume and
average response time.

» Server monitoring

The operator sees an individual application server’'s performance with
detailed performance indicators for that application server.

The Web console for IBM Tivoli Composite Application Manager for WebSphere
provides three tabs called Enterprise, Group, and Server that allow an operator
to quickly switch between these monitoring levels. Click the HOME menu item for
the Web console view with these three tabs. An operator can customize this
initial page to provide a specific initial monitoring level view by clicking the Set as
My Default Page link.
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Enterprise monitoring

The enterprise monitoring view shows an overview of all server groups that are
assigned to an operator. This view aggregates response time average and total
transaction rates with warnings and critical thresholds for each metric shown as
red and yellow lines. Figure 4-1 shows an example of an enterprise monitoring

page view.

Tivoli. Composite Application Manager for WebSphere

HOME'|" ADMINISTRATION | AVAILABILITY | PROBLEM DETERMINATION | PERFORMANCE ANALYSIS | LOGOUT | HELP |

EMTERFRISE OVERVIEWY
The Enterprise Overview displays the availability for all the applications running in the assigned server groups. Yellow indicates the threshold meets

or exceeds the first alert level and red indicates the threshold meets or exceeds the second alert level.

Set as biy Default Page

Enterprise Group Server Paoral Weh

=

1-30f 3 Results
Avgilable  Total ¥olume
Name B Servers Last Hour: Throughput (Reguests/a min, Last Hour) Response Time {ms, Last Hour)
& TraderAppServers  100% (1/1) 330 m
100 20
; 175
i5
-45 1 -30-25-20-15-1
& TraderBEServers  100% (2/2) 330 m
100 50
g 475
15 e ——t— et
425
A
4 -25-20-15-10 - T_60-55-50-45-40-35-30-25-20- 15-1
& eBankingServers  100% (2/2) 856 m
100
~60-55-50 4541 -25-20-15-10 -5 0 -G0-55-50- 45-40-35-30-25-20- 15-1

1-30f 3 Results

4

Figure 4-1 Enterprise monitoring

Sometimes the enterprise view is not realistic enough. This is because a view of
all application servers in an enterprise potentially combines different, unrelated
applications and their performance profiles into one view.
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Server group monitoring

The server group monitoring view may be more realistic for an operator. This
view shows a server group where the servers are typically grouped together from
a common application perspective. The server group monitoring view looks
similar to the enterprise monitoring view. This page also shows whether the data
collector in each application server is online. Figure 4-2 shows an example of
server group monitoring.

Tivoli, Composite Application Manager for WebSphere

HOME | ADMINISTRATION | AVAILABILITY | PROBLEM DETERMINATION | PERFORMANCE ANALYSIS | LOGOUT | HELP

GROUP OVERVIEW
The Group Overview displays a high-level of activity for each senver in a group. Use the Group
Selection drop-down to change the view to a different group

Enterprise Group Server Portal Weh Setas My Default Page
= mw
1-20f2Results 1
Narme B Status  Total Volume {LastHoury  Throughput (Reguestsimin, Last Hour Response Time {ms, Last Hour)
& salemMode0! serverd {(defaulty 38900 {13y Available 102

| =8 ﬂﬂ S
FUANMT ihbon

1

o zalemiode0 server] clnt0013.1284 (.37  Available 37312

1-20f2Results

Figure 4-2 Server group monitoring

This view can be useful for detecting an application’s issues and to begin
narrowing down possible problems. However, a display page with more than 10
server entries may be too crowded and can impact effective monitoring by an
operator.
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Application server monitoring

The detailed application server monitoring view may be necessary for a specific,
critical application server. Figure 4-3 shows an example of an application server
view that provides additional server-specific performance information that is not
available from the enterprise or group monitoring views.

Enterptise Group Server  Portal ek Setas My Default Pa

ELECTION

Group ITradEr LI Server ISa\EmNndEm =erver](default) 1472 (L3) LI

SERVER INFO Q L astHoury

Server Name salemiode0l.servert (defaulty 1472 (L3) Response Time (ms, Last Hour DB Connection Poals
Group Name Trader el ] idbo/Default EJBTimerData Source
5 232 0 OF 20
Flatform Windows ke 1N USE
- 1o 0%
IP Address 935105
77 DefaultDatasource
Start Tirre June 29, 2006 10:28:53 AM COT LT
50 40 ag 20 i} P IN USE
Monitoring Level L3 o B - N - i Wil 0%
Throughput (Requestsimin, Last Houry
5 THREAD POOLS
Erd MessagelistenerThreadPool
0 OF 50
rrrinnn Rt A
123456718490 0%

50 40

SessionsiUsers (Sessionsimin, Last Houry

ORB.thread.pool

2 OF §0
Vi LS
1234587840 4%

Wiab Containar
R & OF 50
T ha
Iz 34587840 124

50 40 30 20

| HANanager thread.posl
Throughput 1218 (LastHoury o .'.'”H”” S UMFA}ic
Wil 087943 a0 50 40 a0 20 { |2 34561890 100%

Application Hame(s)  ivtApp.ear

Figure 4-3 Application server performance

To drill down further and access more detailed information subviews, click any of
the three tool icons (m) available for each of the Server Information, Activity,
and Resources area windows.

Click the tool icon for Server Information to enable access to the following
detailed information:

» Runtime environment check
» Runtime environment comparison
» Server statistics overview
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Click the tool icon for Activity for the following detailed information:

» Server statistics overview
Server activity display
Memory analysis

Heap analysis

Memory leak

vvyyy

Click the tool icon for Resources to access the following detailed information:

System resources

System resource comparison

Server statistics overview

Java Virtual Machine (JVM) thread display

vyvyyy

The detailed application server monitoring view and its associated informational
subviews are most useful for second-line operations members to diagnose
specific application issues and narrow down detected problems to their root
causes. To summarize, with these tab-based enterprise, group, and server
views, an operator can easily switch between and monitor application servers at
the level that is appropriate for their objectives. These views enable an operator
to efficiently detect and acquire the necessary information to proactively correct
and thus prevent an impending problem.

Note: These monitoring view summary windows automatically refresh every
60 seconds. They do not time out the user. This may be an issue in some
environments that are particularly security conscious. Click LOGOUT from the
main menu to end the session proactively.

Analyzing application server statistics

In this second usage scenario section, the focus is on analyzing application
statistics. The analysis of previous transaction information is used to uncover
detailed performance trends or other issues. Detailed analysis is useful for
detecting developing problems as early as possible. You can use this information
to make tuning improvements for certain transactions down to the method level,
and providing development with insight into how they may redesign the
application, as well as providing capacity planning information among other
things for applications deployed and running on one or more WebSphere
application servers.

IBM Tivoli Composite Application Manager for WebSphere provides a rich set of
reports that can either be queried online using the Web console or saved and
scheduled to run during off hours. The reports are also useful for identifying
application bottlenecks quickly and also to get a better understanding of the
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application flow. Among the many reporting capabilities available, this basic

guide focuses only on some of the principal reports. They are:

» “Top reports” on page 84
» “Request/transaction reports” on page 87
» “Server reports” on page 92

Top reports

Top reports show potential bottlenecks in the application system. These reports
can be used to identify worst performers and also to begin to investigate them
further by drilling into the information reported. The top reports delivered with
Table 4-1 lists the transactions and the required monitor levels for IBM Tivoli
Composite Application Manager for WebSphere.

Table 4-1 Top report transactions

Transaction

Description

Required
monitoring level

Top Requests Used Most called requests with the number of calls Level 1 (L1)

Top Methods Used Most called methods including the number of L3
calls

Top Slowest Requests Slowest requests and their average response L1
time

Top Slowest Methods Slowest methods and their average response L3
time

Top central processing unit Requests sorted by total CPU time L1

(CPU) Intensive Requests

Top CPU Intensive Methods Methods sorted by total CPU time L3

Top Structured Query Language | Requests sorted by number of SQL calls L2

(SQL) Intensive Requests

Top SQL Intensive Methods Methods sorted by number of SQL calls L3

Top Tables Used The database tables called most often and the L1
number of calls

Top SQL Used Top five SQL call types and number of calls L2
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To access the top reports wizard and create the report views, perform the
following steps:

1. From the menu, select PERFORMANCE ANALYSIS — Create Application
Report — Top Reports. A series of questions guides you through the
process of selecting and creating these various report views.

2. The first question asks you whether this is to be a recurring report, as shown
in Figure 4-4. The default selection is No. Click Next.

RECURREMCE

Wiould you like to schedule this repart ta recur?

O Yes

& Mo

Cancel | Mext =

Figure 4-4 Top report: Recurrence

3. In the Server Selection page (Figure 4-5), the wizard provides the option to
select the server group and either all or a specific server’s information to be
included in the top report. Click Next.

NaM\N
5|

SERVER SELECTION

Group I Trader

Server IAII Servers _VJ

= Back l Cancel ] Mext = |

Figure 4-5 Top report: Server selection
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4. The wizard provides a drop-down menu containing the list of available top
reports. Select a report and specify the time range for the report, using
advanced filtering capabilities, if necessary. The default report is Top
Requests Used, as shown in Figure 4-6. Click View Report to generate the
requested report.

SELECT TYPE AMD DATE RANGE

Top
Report

StatDate  [uun =] [26 =] [2006 =] [oo:00

ITop Requests Used LI

EndDate [ =] [03 =] [2008 =] [00:00

WANMCED FILTERING (Optional)

Define your data setwith accuracy using these filters.

Fiters @ hHouR E DAY OF THEWEEK @ DAY OF THE MONTH @ MONTH

= Back | Cancel Wi Repaort

Figure 4-6 Top report: Selecting type and date range

Figure 4-7 presents a sample top requests report. After the report is
generated, you can save the report or modify it using hyperlinks in the menu
box to the left of the report. Additionally, the icons |5
in the Report Properties window, represent the options for e-mailing a link or
a PDF of this report, as well as saving the report as a comma-separated
values file.

Note: PDF generation is inactive until your site completes the iText
integration instructions in “Appendix F” of the IBM Tivoli Composite
Application Manager for WebSphere Installation and Customization Guide,
GC32-9506.
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REFPORT PROFPERTIES

ReportMame  Untitled
Report Type  Top Reqguests LUsed Analysis
Report Period  Jun 26, 2006 12:00 AM to Jul 3, 2006 12:00 AM
Server Scope  Server: All Servers on Group: Trader
1-20 0f 87 Results 12345 Nexts Lastss
RANK B REQUESTITRAMNSACTION MAME COUNT

1 [TraderDBServices/services/TraderDBServices 39612
2 MraderClientWehiBuySellSerdet 11234
3 MraderClientWebiListCompanyServlet 5728
4 MraderClientieb/GetQuntesServiet 5674
5 [MraderClienteb/LogoutServiet 55549
4] IMraderClientMem/BuySellSenlet 3804
T [MraderClientMerm/ListCompanySerndet 1938
2 MraderClientMemiGetluotesServlet 1926

Figure 4-7 Top report: Top requests used

Begin with top reports to identify the top players in your environment. In the
development phase, these reports can be run at regular intervals to understand
application behavior and pinpoint possible bottlenecks for the developers to
focus on.

Request/transaction reports

Request/transaction analysis reports provide a high-level overview of the
behavior of the application server. Several reports are available: Trend report,
decomposition report, request report detail (including detail, summary and worst
performers), and trace report. Each of these reports provides more specific data
for understanding the application’s performance at every level.

The following report profiles can be useful:

» Volume against aggregate hour: To see the transaction distribution in a day

» Response time against aggregate hour: To see the correlation of response
time and time of day

» \Volume against time series in an hour: For checking a problem daily

To access the request/transaction analysis report, perform the following steps:

1. From the menu bar, select PERFORMANCE ANALYSIS — Create
Application Report — Request/Transaction. A series of questions guides
you through the process of selecting and creating the possible report views.
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2. The first question asks you whether this is to be a recurring report, as shown
in Figure 4-8. The default selection is No. Click Next.

Wiould you like to schedule this repart ta recur?

O Yes

& Mo

Cancel | Mext = |

Figure 4-8 Request/transaction reports: Recurrence

3. In the Server Selection page (Figure 4-9), the wizard provides an opportunity
to select the server group and either all or a specific server’s information for
the request/transaction report. Click Next.

SERVER SELECTION

Group ITrader LI

Server IAII Servers LI
= Back 1 Cancel J Mext = i

Figure 4-9 Request/transaction reports: Server selection

4. The Report Filtering Options page opens. Set the following options to filter the
records returned in the report:

— Metric: The item you want to measure. The options are: Throughput per
Second, Throughput per Minute, Throughput per Hour, Response Time, or
CPU Time.

— Request/Transaction Type: The options are: All, EJB, JavaServer™
Pages™ (JSP™), Servlet, Customer Information Control System (CICS),
Open Transaction Manager Access (OTMA), Virtual Telecommunications
Access Method (VTAM®), Basic Telecommunication Access Method
(BTAM), Advanced Program to Program Communication (APPC), or
Portal.

— Request/Transaction Name: Unless you know exactly what the request
string is, leave this field blank to return all requests. Only enter a value if
you know the specific request/transaction name.

Click Next to continue creating the report.
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5. The Date Range Settings page opens. Set the parameters to restrict the data
as appropriate. You can specify detailed time ranges from hours to months

using the optional advanced filtering capabilities. The Graphing Option
portion of the wizard window, at the bottom, allows you to set the graph’s
x-axis value. The options include:

— Time Series in Hour

— Time Series in Day

— Time Series in Week

— Time Series in Month

— Aggregate Minute of the Hour
— Aggregate Hour of the Day

— Aggregate Day of the Week
— Aggregate Month of the Year

The default x-axis is set to Aggregate Hour of the Day, as shown in
Figure 4-10. Click View Report to generate the requested report.

DATE RANGE

Select a preset date range ar enter a custom start date and end date.

Preset ISeIedaPreset Date vl or
StartDate 1 <] [251] [2006 =] o0 EndDate [0y <] [os =] [2008 =] [pa00

ADVANCED FILTERING (Optianal)

Define your data setwith accuracy using these filters.

Filters @ HouR E DAY OF THEWEEK @ DAY OF THE MONTH — EMONTH

GRAPHIMG OPTION

Select an option to represent your data set on your graph's x-axis scale.

Heanis | agoreosts Hour of the Day LI

= Back | Cancel | “iewe Repart Mext =

Figure 4-10 Request/transaction reports: Date range and x-axis
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Figure 4-11 shows a sample trend report. After you generate the report, you
can save or modify it using the menu box to the left of the report. Additionally,
the icons [EIEIEE"H, to the right of the Report Properties window, represent
the options for e- ma|I|ng a link or a PDF file, generating a PDF file of this
report, as well as saving the report as a comma-separated values file.

TREMD REPORT
The Trend Report displays the results of the defined data set. To view the detailed report broken down by different
critetia, thoose an option from the Additional Detail drop-down menu, and then click on the data point.

REFPORT PROPERTIES

Throughput per hour ve Hour of the Day

Additional Detail IRAppli;aﬁﬂn MName 'I Choose a drilldowen type and click a bar on the graph to view a Decompaosition
eport.

10.000

9,000

6,000
4,000 ‘ |
2,000 I

2:00

00 0300 06:0 13:00

Average of Throughput per 479933
haour

TREWND REFORT DATATABLE 20 per Page
1- 200724 Results 12 HMext= Last==
HOUR OF DAY & THROUGHPUT PER HOUR SAMPLE SIZE

Figure 4-11 Request/iransaction reports: Trend report

There are two ways to get additional detailed information from this trend report.
This information is provided in the form of a decomposition report.

» Drill down by selecting either Application Name, Request/Transaction Type,
or Server using the drop-down box next to the Additional Detail field at the top
of the graph. Click a bar on the graph to view a decomposition report of that
information.

» At the bottom of the report is a Trend Report Data Table field, which contains
a column of time values that are provided in the report graph. Select one of
the hyperlinked time elements from this table to generate a decomposition
report.
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Decomposition reports provide a breakdown of the trend report information. A
sample decomposition report of transactions is shown in Figure 4-12.

DECOMPOSITION REPORT
The Decomposition Report provides a breakdown of the Trend Report by the criteria selected. Click on a data point
to view more detail.

1-110f11 Results

APPLICATIOMTRANSACTION MAME RESFPORMSE TIME (ms) B SAMPLE COUNT  PERCEMTAGE
MTraderClienteb/GettuotesServlet 107349 70 9.8592
fibm/consolefnavigatorCmd.do 2345 11 1.5493
MraderDBServicesiserices/TraderDBServices 1992 367 51.6901

Figure 4-12 Decomposition report

When you click either a specific slice of this decomposition report graph or one of
the hyperlinked Request/Transaction Type elements in its table view at the
bottom, you can view transaction-specific details for further investigation and
analysis. This Request Report Detail table report view displays a breakdown of
the transaction data for the portion of the decomposition report that you selected.
When you select the appropriate tab, it enables a detail, summary, or worst
performers list of transactions by name.
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Figure 4-13 shows an example of a request/transaction report detail view.

REGUEST REPORT DETAIL
The ReguestTransaction Report Detail displays a breakdown ofthe data for the portion ofthe Decomposition
Report.

Detail Summary Wiorst Performers Locks

REPORT PROPERTIES

DETAIL REFOR

20 per Pags
=S =

1-14 of 14 Results
REQUESTITRANSACTION NAME Bl REQUEST/TRANSACTION RESPOMSE — CPU SERVER MAME  TIMESTAMP METHOD/COMPOMENT
TIME (ms) TIME RECORDS
ms
Jun 29,
fibmiconsoleisecurerhanner jsp JsP 16 15,625 Sale"?dri?:j%:g?”er1 2006 30
B:05:12 PM
Jun 29,
fibmiconsolefsecurethanner.isp JsP 578 265.625 Sam"{;ﬁ?ﬁ;ﬂ%ﬁ;“” 2006 38
§:06:29 PM
Jun 29,
fibmiconsole/securefhanner.isp JsP ] 0,000 Sa'e"?d“;:jgll'_%im” 2006 30
6:24:13 PN
Jun 29,
fibm/eonsale/securafeontent isp JsP 169 350,375 Sam"&“ﬁ:jgﬁim” 2006 106
B:05713 PM
Jun 29,
fibmiconsole/secureicontent jsp JsP 1656 7epppg  SAlEMmblodenzsenert 2006 134
{eIntn01}(L3) S0t P

Figure 4-13 Request/transaction detail report

Through hyperlinks in these reports, you can drill further into the monitoring data
collected by IBM Tivoli Composite Application Manager for WebSphere. It is
possible to choose a specific transaction and profile it against time.

Server reports

Server reports provide a high-level overview of the behavior of the application
server. These reports show resource usage of an application server allowing an
IBM Tivoli Composite Application Manager for WebSphere user to anticipate
bottleneck or capacity problems. The collection of server reports provided by IBM
Tivoli Composite Application Manager for WebSphere are:

» System resource: The system resource analysis report provides information
about the utilization of the memory, and database connection pools for the
application servers. You can generate and analyze trend reports and
decomposition reports after you define the system resource analysis report.

» Server availability: The server availability analysis report shows the
percentage of the server availability. In a group situation, availability is
defined as the total amount of time when one or more servers assigned to a
server group available is divided by the total elapsed time.
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>

Capacity analysis: The capacity analysis report provides the necessary
information to evaluate the capacity of your systems using supply and
demand metrics.

This basic guide describes how to generate only the capacity analysis report.
Perform the following steps:

1.

2.

From the menu bar, select PERFORMANCE ANALYSIS — Create Server
Reports — Capacity Analysis to initiate the report wizard. A series of
questions guides you through the process of selecting and then creating one
of the possible report dimension views.

The first question asks which server group and specific server to report on, as
shown in Figure 4-14. Click Next.

SERVER SELECTION

Group ITrader x|

Server IsalemNodem server] (default) (L3) :J
| Cancel l Mext = J

Figure 4-14 Capacity analysis report: Server selection

3.

The wizard asks which performance metrics to assign for each axis. The
options for the x-axis demand metric are:

— Throughput per Minute
— Users

The options for the y-axis supply metric are:

— System CPU (%)

— JVM/Process CPU (%)

— JVM/Process memory (megabyte (MB))
— Thread Pool

— Connection Pool

— Response Time (millisecond (ms))
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Select Users for the x-axis and JVM/Process Memory (MB) for the y-axis,
as shown in Figure 4-15. Click Next to continue creating the report.

REPORT METRICS
Selectthe demand and supply metric you want to use to generate your report.

H-Ais IUsers LI
f-Auis IJVM.fProc:ess Memory (MB) =l
[~ Sety-Auxs Maxl
L S

Figure 4-15 Capacity analysis report: Report metics

4. The Date Range Settings page opens. Set the parameters to restrict the data
as appropriate. You can specify detailed time ranges from hours to months
using the optional advanced filtering capabilities. See Figure 4-16. Click View
Report to generate the requested report.

DATE RANGE

Select a preset date range or enter a custom =tart date and end date.

Preset ISeIed a Preset Date vl or

StatDate  [ne =] [27 =] [2008 =] [oo-00 EndDate [0 =] [os =] [2008 =] o000
CED FILTERING (Optional)
Filters EHHOUR E DAY OF THEWEEK @ DAY OF THE MONTH — EMONTH
= Back | Cancel “iewe Repart

Figure 4-16 Capacity analysis report: Date range
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An example of this type of report can be seen in Figure 4-17. The menu box
to the left of the report enables you to modify the report further or save it by
clicking the appropriate hyperlink. As with other reports, the Graph Data
section allows you to sort the information. To do this, click a column heading
such as users @ and click the sort icon to specify the sort order.

CAPACITY ANALYSIS REPORT
The Capacity Analysis Report allows you to evaluate the capacity of your servers by comparing supply and demand.

REPORT PROPERTIES

20 4

Users

Graph Data
1-200f8577 Results 1234586 HMext=
Users iy Merrory (M Time H
1} ar Ai12/05 12:00 A
0 36 Ai12/05 12:01 AM
0 36 Ai12/0512:02 AM

Figure 4-17 Capacity analysis report: JVM memory versus users

To summarize this section, you can leverage the Web console for IBM Tivoli
Composite Application Manager for WebSphere in different ways. The previous
subsections covered two typical usage scenarios. We covered how to access the
three high-level operations monitoring views and their capabilities.

We also examined how to access a subset of the available detailed analysis
reports. These reports are used for drilling into historic data to detect developing
problems or to determine root causes of known problems. This detailed analysis
approach provides the ability to proactively look for trends or indicators of
developing and existing problems in applications, composite applications, the
WebSphere application server they run on, as well as the hardware servers
themselves.
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4.1.2 Use case scenarios

This section presents some use case scenarios that represent possible ways in
which you can use the IBM Tivoli Composite Application Manager for
WebSphere capabilities to investigate some typical application server issues.

Note: In this section, not all of the utilities, reports, views, perspectives, or
capabilities provided with IBM Tivoli Composite Application Manager for
WebSphere are detailed with screen captures and steps. The reader is
encouraged to further investigate any newly introduced capabilities mentioned
in this section.

The following IBM Tivoli Composite Application Manager for WebSphere
capabilities are presented with sample use case scenarios:

“System Overview” on page 96

“Server Statistics Overview” on page 97
“In-Flight Request Search” on page 97
“Server Activity” on page 98

“Recent Activity” on page 98

“Memory Diagnosis” on page 98

“JVM Thread Display” on page 99

“Software Consistency Check” on page 99
“Trap and Alert Management” on page 99
“System Resources” on page 100

“Daily Statistics” on page 101

“System Resource Comparison” on page 101
“Performance Analysis and Reporting” on page 102
“Composite Requests” on page 102

“Audit Trails” on page 103

“Request Mapper” on page 103

YVVYVYYYVYYYYVYVYVYVYVYYVYYY

System Overview

Systems Overview allows you to evaluate the availability of your entire system by
looking at recent performance trends.

» Verifying customer response time complaints

In this scenario, customer service receives complaints that your company’s
Web sites are responding slowly. As one of the administrators of the servers,
the inquiry comes to your attention. When you open the Enterprise Overview
page, you immediately see that three of your production servers are no longer
available. You also verify that the response time has degraded.
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» Diagnosing an application problem

Customers complain that they cannot place orders. As one of your company’s
administrators, you open the Enterprise Overview page and see that all the
servers are up. You also find the group that appears to have the highest
response time, and drill down to the server overview page where you see that
a database connection pool is saturated.

Server Statistics Overview

Server Statistics Overview helps you to compare activity and related platform
data across servers so that you can recognize problems.

» Investigating an unresponsive system

Your first line of support receives calls that some parts of the system are not
responding. The support team opens the Server Statistics Overview page and
immediately sees that one server displays the red icon representing the
unavailable status. The support team also determines that the unavailable
server has to be restarted to return the system to full functionality.

» Monitoring proactively

As the administrator of production systems, you have set appropriate
thresholds for the fields displayed on the Server Statistics Overview page.
During your regular monitoring, you see that the Paging Rate threshold is
being crossed. The increase in paging rate probably means an increase in
overhead. You can now increase memory, add servers, or take a similar
course of action to keep production running smoothly.

In-Flight Request Search

Use In-Flight Request Search to improve your chances of locating a
malfunctioning application in a server farm. In-Flight Request Search provides a
snapshot of the transactions in progress, showing you hanging transactions.

» Investigating a hanging transaction

Customers call and complain that they are having trouble completing
transactions. You select In-Flight Request Search to locate a hanging
transaction. On finding one, you view a method trace for the transaction. You
can also see that the transaction is waiting for the return of a specific SQL
call. You forward the method trace to a database administrator for further
analysis.

» Isolating a problem with CPU utilization

After viewing the Server Statistics Overview page, you notice that the CPU
utilization is very high. You select In-Flight Request Search to see whether a
transaction is present. It appears that the system is churning on a transaction.
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Through a method trace, you suspect that the transaction is looping. You
forward the method trace to a developer for further analysis.

Server Activity

Server Activity Display helps you to troubleshoot and fix hanging requests and
evaluate the current performance of your applications.

» Troubleshooting an application that hangs

You receive reports that several users of application Z cannot update their
user preferences: Application Z times out after a minute of not responding.
You look for application Z requests that have long resident times in the Active
Requests tab of the Server Activity Display. View the Request Detail for one
of these requests to determine why or where it is hanging.

» Understanding immediate workload

When you perform normal monitoring of your servers, you notice that a
server’'s average response time has recently increased, with no appreciable
change in throughput. You start looking at the Recent Requests tab of the
Server Activity Display to see what the most recently completed requests
have been on that server. You can verify whether the requests are uniformly
slow, or if there is variation among requests. This may help you to isolate
whether it is a problem with the server (uniformly slow), or with an application
(certain requests are slow). You can verify whether the slow requests are
CPU-heavy, or if they are spending too many moments idle.

Recent Activity
Use Recent Activity to discover problems related to memory or other resources.

Evaluating the impact of garbage collection (GC): You suspect that frequent GC
calls are affecting the performance of a server. Therefore, you select Recent
Activity and set up the first graph to display the Number of Garbage Collections
metric for the last 48 hours. In the second graph, you roll through the different
metrics that are possibly affected by frequent GC.

Memory Diagnosis

You can gain insight into the JVM heap and memory information through
Memory Diagnosis. Use this information to tune the JVM parameters, assess
your resources, and locate evidence of memory leaks.

» Detecting a memory leak

After creating a Memory Analysis report that compares JVM Heap Size to
Average Response Time, you believe that there is a memory leak. You
access the Memory Leak feature to check whether the amount of uncollected
memory is increasing. You set up a candidate for the server in question. This
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tells the system to collect heap data now and again after a specified amount
of time. Then you can compare the heap data for the two periods of time to
determine whether there is evidence of a memory leak.

» Supporting the need to purchase new servers

The year-end budget is due and you have to project whether you have to buy
more servers for your environment. You create a Memory Analysis report
during peak usage and compare JVM Heap Size to the Number of Sessions.
The number of servers is close to maxing out the current environment. As a
capacity planner, you recommend that the company must increase the
number of servers currently servicing the environment based on this
supporting information.

JVM Thread Display

Use JVM Thread Display to view all the threads running within the JVM of an
application server.

Alleviating high server response time: You are asked to investigate server A
where the response time and JVM CPU% are higher than expected, but
throughput is normal. You do not see any active requests in the In-Flight Request
Search. Therefore, you suspect that there may be threads running outside the
application server. You access the JVM Thread Display and notice a couple of
suspect threads. After taking a thread dump for the JVM, you determine the
details of the current thread that is misbehaving and either reprioritize or cancel
the thread.

Software Consistency Check

Use Software Consistency Check to troubleshoot aberrant servers in an
otherwise homogenous server group.

Comparing non-functioning servers to working servers: After an upgrade to
Application B, which is deployed on multiple servers, requests on Server D are
occasionally hanging while all the other servers are working fine. As an operator,
you check the Runtime Environment and compare the server having problems to
one of the properly functioning servers. You select the Installed Binary Check to
verify whether the files on both servers are the same. You find that one of the
files on Server D is not the same as the file on the server that is properly
functioning. Install the proper file to correct the problem.

Trap and Alert Management

Use Trap and Alert Management to monitor server health and determine
problems with applications. This feature prevents disruptions in service by
receiving alerts before problems arise. It also gathers data that helps you to
pinpoint the root cause of difficult-to-reproduce problems.
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» Diagnosing GC

In this scenario, GC on server J, ever so often, takes over five minutes.
During these times, requests that typically complete in a few milliseconds
take 10 seconds to complete. Because this problem does not occur
frequently, you set a trap so that you can determine immediately when GC in
server J is churning. In particular, you choose a Server Resource Trap for
Garbage Collection Time with a Threshold of 120,000 ms (two minutes),
choose the Alert Action to Send E-mail to your pager, and apply this trap to
server J. When you receive the page, you have approximately three minutes
to investigate server J (assuming that this is an example where the GC
underway will take five minutes).

» Debugging complex applications

You are monitoring application A, which has a J2EE component on server S
and a mainframe Customer Relationship Management (CRM) back end. The
Java component of application A frequently exhibits idle times of several
seconds, even when there is not much load on server S. You do not want to
run at L3, but you want to see in what methods the Java application is waiting.
You set an Application Trap for Wait Time with a Threshold of 2,000 ms, by
request for application A, Choose the Stack Trace Data Action, and apply this
trap to server S. The next time a request for application A takes longer than
two seconds, the system will take a stack trace of server S. Look in the Trap
Action History to obtain the stack trace to determine where application A is
waiting.

System Resources
System Resources helps you to tune your application servers.

» Eliminating bottlenecks

The response time of application A becomes unacceptable when the server
experiences modest throughput. You determine that much of the resident
time is spent idle. To verify whether the cause is a bottleneck in the
application server pools, use System Resources during these times to view
the percentage of threads used in the Database Connection Pools, Thread
Pools, and/or Java Connector Architecture (JCA) Connection Pools. If any
pool is at or near 100%, it is likely that the demand for application A is
saturating these resources. You may be able to fix the problem by creating
more or larger pools.

» Diagnosing imbalanced performance

You have several supposedly identical servers in server group G that host the
same applications and have similar workloads. However, one of your servers
in server group G is noticeably more sluggish than the others. To specifically
investigate the differences in performance and resource usage among these

100 Deployment Guide Series: IBM Tivoli Composite Application Manager for WebSphere V6.0



servers, you use System Resource Comparison to compare these servers,
one resource at a time. You may find that they have different resources
available, are configured differently, or serve different workloads.

Daily Statistics

Use Daily Statistics to view snapshots of the daily use of your WebSphere z/OS
application server instances.

IBM Tivoli Composite Application Manager for WebSphere data collector
downtime: You must restart the data collector that monitors your WebSphere
application server on z/OS to reconfigure it, but you want to view the activity
during this downtime. IBM Tivoli Composite Application Manager for WebSphere
will not be able to collect the Performance Management Interface (PMI) statistics
during the time that the data collector is down. However, you can get a view of
the activity on the WebSphere z/OS application server using Daily Statistics,
because this information comes from System Measurement Facility (SMF).

Note: This feature is not available for distributed (UNIX/Windows) versions of
WebSphere Application Server. It is also not available for CICS or Information
Management System (IMS).

System Resource Comparison

Use System Resource Comparison to compare a selected resource across all
servers in a group.

» Verifying memory utilization

You notice that memory usage for server Trade_01, in the Trade group, is
very high and you want to check whether this is abnormal. You perform a
comparison and view the JVM Memory Usage for all the servers in the server
group Trade. You determine that other servers in this group are not utilizing
memory at the same pace. You can now select Memory Analysis or Server
Statistics Overview and begin to work out the problem.

» Confirming resources in preproduction

You have two servers with the same applications installed. Before you place
them both into production, you perform a System Resource Comparison to
check the difference in their resources. You determine that server Quote_03
has 20 Database Connection Pools while server Quote_02 has only 10 pools.
Increase the number of Database Connection Pools on server Quote_02.
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Performance Analysis and Reporting

Use Performance Analysis and Reporting to analyze historical data. This helps
you to understand the performance of your applications and the utilization of your
servers.

» Investigating poor response time claims

Customers complain about poor performance on Application A. As a
performance analyst, you select IBM Tivoli Composite Application Manager
for WebSphere and draw up a Response Trend Report for Application A for
the last week to verify the customers’ claims. When you verify that there are
instances of poor response time, you decompose the problematic period to
see how different requests impact the response time. Drill down to a method
trace of an actual instance of a slow transaction, and e-mail this Trace Report
to the developers so that they can determine why the transaction was slow.

» Predicting how servers will handle a new workload

The marketing department is set to launch a new campaign to bring more
visitors to your site. Your manager wants to make sure that there is sufficient
capacity to handle the projected workload without degrading response times.
As a capacity planner, you have to project how well your current servers will
perform under the new workload. You create a Capacity Analysis report to
compare throughput versus response time. You can use the trend line to
estimate at what throughput the response time will be unacceptable.

Composite Requests

Use Composite Request features to monitor transactions that utilize resources
on more than one server.

Discovering application architecture: Your manager asks you to provide an
example of a complete transaction of an airline reservation application. This
involves a Web-based Java application, a CICS credit card processing
application, a CICS ticket reservation application, and a frequent-flyer account,
which is also a CICS system. You check Performance Analysis and Reporting for
examples of the airline reservation application, some of which will have the
Composite Request indicator. Click the indicator to view the Composite Request
View of the Method Trace. This allows you to navigate among these requests so
that you can see which application calls which one, and by what mechanism.
You can e-mail PDFs of each request that is involved in the composite
transaction to your manager.

Note: Your IBM Tivoli Composite Application Manager for WebSphere
administrator must enable composite request support for all data collectors
that participate in composite requests.
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Audit Trails

Audit Trails provide a means to trace user actions in the system. This helps in
both accountability and troubleshooting.

>

Verifying high server response time

On returning from vacation, you see that the response time is high for most of
the servers in the group ABC. You review the servers in the group and realize
that two servers are missing. You enter the audit trail to check who took the
servers offline. You contact the employee who took the servers offline and
learn that the servers are being upgraded.

Verifying report definition change

In your role as a capacity planner you run a report and notice that its results
are abnormal. When you review it, you see that the report’s definition has
changed. You ask the administrator to verify the audit trail to determine who
changed the report’s definition. You can now consult with your colleague
about why the report’s definition has changed.

Request Mapper

Use the Request Mapper to customize how requests are named within the
application monitor. Also, use the Request Mapper to display the user names
that are associated with requests.

>

Aggregating across distinct Original Request String (ORS)

The application you are monitoring uses a distinct Uniform Resource Identifier
(URI) to represent each specific application function, such as login, checkout,
or logout. You want to analyze all these requests as a single application. Use
the Request Mapper to populate the Request Name field with a common
application name.

Differentiating a uniform ORS

You are monitoring an application that uses session variables to represent
the underlying function, while using the same request name throughout these
different interactions. You want to compare the performance of different
application functions, such as login, checkout, or logout. Therefore, you use
the Request Mapper to assign each function a distinct request name.

Note: From the application server perspective, there are two major types
of requests: JSP and Servlet. These calls come either from a Web server,
or from an application server other than itself. We call such a request,
generally expressed in the form of a string, ORS. It is composed of the URI
plus the query string.
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4.2 Solving application performance problems

This section demonstrates, in further detail, some specific techniques for
troubleshooting and resolving performance problems using IBM Tivoli Composite
Application Manager for WebSphere. The problems covered are:

» 4.2.1, “Response time problem” on page 104
» 4.2.2, “Locking problem” on page 107

» 4.2.3, “Memory leak investigation” on page 111
» 4.2.4,“SQL analysis” on page 120

4.2.1 Response time problem

You can perform the response time problem investigation directly from the IBM
Tivoli Composite Application Manager for WebSphere Web console. Operators
who monitor online response times from the summary monitoring views can
identify response time problems immediately. See 4.1, “Monitoring WebSphere
Application Server” on page 78.

One approach is to use the recent activity display. From the main menu, select
PROBLEM DETERMINATION — Server Activity — Activity Display. You can
quickly identify any recently executing transaction and its response time, as
shown in Figure 4-18.

Group | Traders j Server Isa\emNodem.server1(defaun).3900(L3j j

Active Requests Recent Requests Lock Contentions

SERVERINFO RECENT
SnapshotDate  Jun 27, 2006 spplication Server Mame  server! (default JUl CPU 0.00% JW Heap Size (MB) 313
Snapshot Time  5:42:04 PM  Application Server IP Address 935108 #ofRequests 245 Avy. Response Time (ms) 86
Platform CRU % Utilization  100.00% Total Thread Count 20 #oflive Sessions 1

ACTWE REQUESTS

Filter By Thread Type :Ih Thread Status :Ih Refresh |
Client Requests Client Reguesis Start Thread T Resﬁ |~ | % ;,L?: ﬁ -I—S':;?L?d Last Known Class
{msl {ms)
MraderClientMerm/BuySellServiet June 27, 2006 4:44:38 PM CDT 142841528 1735 15625 1719 Waiting itsoj2eetrader.db2 semwices,
MraderClienteh/BuySellServiet June 27, 2006 4:44.39 PM CDT 156993024 1407 15625 1391 Waiting itso.j2eefrader.db2. semices,
MraderClientMem/BuySellServiet June 27, 2006 4:44.39 PM CDT 154184744 1360 0 13680 ‘Wailing itso.j2eefrader.db2. semices,

Figure 4-18 Recent activity display
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The recent activity display only displays some of the most current transactions
that are executing and observed by the data collector. This information is
retrieved directly from the data collector.

Another approach is to show the request or transaction report for transaction
problems that are no longer visible in the recent activity display. Select
PERFORMANCE ANALYSIS — Create Application Reports —
Request/Transaction. Select the appropriate time frame with Time Series in
Hour axis option. The initial report shows response time breakdown by hour, as
shown in Figure 4-19.

REPORT PROPERTIES
Throughput per hour vs Hour
Additinnal Detail Application Mame 'I Choose a drilldown type and click 2 bar on the graph to view a Decamposition

Report.
4,000
3,000
2,000
1.000

26008 17:00 2606 22:00 [ 00 G/27/08 08:00 G27006 13:00
Average of Throughputper o0 oo
hour

Figure 4-19 Response time distribution
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Click the peak response time to drill into the data and see the decomposition
chart, as shown in Figure 4-20. To further drill into the response time information,
you can sort the application/transaction information by response time or
percentage. Alternatively, you can double-click the section of the pie (showing
percentage).

DECOMPOSITION REPORT
The Decomposition Report provides a breakdown of the Trend Report by the criteria selected. Click on a data point

to view more detail.

REPORT

1-110f11 Results

APPLICATIONTRANSACTION MNAME FESPORMSE TIME ims) B SAMPLE COUNT  PERCEMTAGE
MraderClientWeb/GetGuotesServlet 107349 70 9.8592
fibmiconsolefnavigatorCmd.do 2345 11 1.5493
MTraderDBSericesiserices/TraderDBServices 1992 367 51.6901

Figure 4-20 Decomposition chart
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This opens a further detailed reports data table listing the instances of that
named transaction with more detailed information specific to each of these
transactions, as shown in Figure 4-21.

REQUEST REPORT DETAIL
The RequestTransaction Report Detail displays a breakdown of the data far the portion ofthe Decomposition
Report.

Detail Summary Worst Perfarmers Locks

REFPORT PROPERTIES

DETAIL REFPO 20 per Page
1- 20 0T 70 Resulls 1234 [ed> Lastz=
REQUESTITRANSACTION py REQUESTTRANSACTION RESPONSE — CPU SERVER MNAME  TIMESTAMP METHODMCOMPONENT
RANE TYPE TIME (ms IME RECORDS
[ms)
Jun 27,
[TraderClientiehiGettuntesSeret Serlet 40843 203935 SHemiodedt senert 2006 20
{defauliiL3) L
23118 M
Jun 27,
(MraderClientebiGetauotesSeret Servlet 45050 NIRRT b | S =S 2006 32
(defaulfiL3) -
23117 PM
Jun 27,
(TraderClientebiGetauotesSeret Servlet 46859 ) ) 5 e IR 2006 26
(defaulfiL3) 3
23118 PM
Jun 27,
(TraderClientebGetauotesseret Serlet acogsla | 31 T50clemHogen i seher 2006 26
{defaultiL3) s,

Figure 4-21 Transaction list response time

You can identify the response time problem, whether it occurs erratically or
consistently, for every transaction. Erratic problems may indicate locking issues,
while consistently bad response time is usually a symptom of inefficient
transaction design. Transaction design problems may require Level 2 monitoring
analysis to identify the problematic methods. Locking problem analysis is
discussed in the following section.

4.2.2 Locking problem

Problems with object locking in application servers are often hard to identify.
Typical symptoms of a locking problem are erratic response time and occasional
timeouts with an HTTP return code of 500. Although these symptoms can also
be caused by bad data and programming, these symptoms are typical of a
deadlock issue.

This section discusses lock analysis on the assumption that we have already
identified a locking problem in an application. You must prepare and activate the
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lock analysis facility within IBM Tivoli Composite Application Manager for
WebSphere before you can use it.

To prepare for lock analysis, perform the following steps:

1. Increase the monitoring level to L2 or L3. After resolving the problem, ensure
that you set the monitoring level back to L1. To temporarily override the
monitoring level:

a. From the menu, select ADMINISTRATION — Monitoring On Demand.

b. Select the link under Schedule Change/Override, as shown in
Figure 4-22.

MOMITOR

1-20f2 Results 1

GrougISer\rerﬂ Flatfarm Schedule Mame Current Level  Current Sampling  Schedule ChangefOverride

BANDUNG +]
lima.lima1 Windows - L] 100% a
santiago.zantiagol  Windows  Santiago schedule IZII 100% a

Figure 4-22 Selecting server for monitoring level change

c. Set the monitoring level to at least (L2) Problem Determination Mode in
the Server Setting Options window, as shown in Figure 4-23.

SELECTED GROURISERVERE

GROUPISERVER Flatfarm Schedule Mame Current Level Current Sampling

santiago.santiago windows  Santiago schedule L] 100%

SETTIMNG OFTIONS

Schedule Selection ISantiago achedule LI

Oyerride Monitoring Level

Sampling Rate |1DD {L1%) |1DD (L2%) [100 iLa%y [ Systern Default
Figure 4-23 Changing monitoring level to L2

(L2 Problem Determination Mocde

2. Before you perform lock analysis, enable the data collector for lock analysis.
You must modify the data collector’s property file cyn.user.classes.xml,
located in the $DC_HOME/etc/ directory. The cyn.user.classes.xml file is
referenced from the bcm.properties file in the userbem.xmlfilename
parameter.
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The TockAnalysis tag determines whether the class should be instrumented
for the lock analysis feature. Example 4-1 shows that all classes matching
insuNetWeb.* are instrumented for lock analysis because the value true is
specified for TockAnalysis.

Example 4-1 Enabling lock analysis

<definelnstrumentation>
<enableSignature>true</enableSignature>
<userClasses>
<selectClass>
<mask>insuNetWeb.*</mask>
<methods>
<methodName>*</methodName>
</methods>
<ignoreTrivial>true</ignoreTrivial>
<lockAnalysis>true</TockAnalysis>
<objectAllocations>
<allocateClass>*</allocateClass>
</objectAllocations>
<objectAllocationTimes>true</objectAllocationTimes>
</selectClass>
</userClasses>
</definelnstrumentation>

If the data collector does not have lock analysis instrumentation activated, lock
analysis will not work and you will see the following message:

CYNVEO851E Lock analysis data is not being collected.
After you complete the two-step enablement process, perform the lock analysis
using the Web console.

1. From the menu bar, select PROBLEM DETERMINATION — Server Activity
Display.

2. On the Server Activity Display page (Figure 4-24), you can determine and
verify that:

— InsuNetWeb application is still hanging at the quoteAction component.
— Resident Time and Idle Time show hours.

— The Thread Status is Waiting. This indicates that the thread has probably
entered a deadlock state.

— The concrete Java class that is probably causing this deadlock is
insunet.web.actions.QuoteAction.
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SERVER ACTIVITY DISPLAY
The Active Requests section pravides thread data for an application server at a specific pointin time, while the Recent Requests tab maintaing the data regarding recently completed requests.

Group  [kandung x| Semer [santiago sartiaget 3452 (L2) 2|

Active Requests Recent Reguests Lock Contentions

SERVER INFO
Snapshot Date  May 14, 2009 Application Server Name  santiagol JyM CPU 0.78% JYM Heap Size (MB) 36
Snapshot Time 1:54:56 PM Application Server IP Address 8.3.5.81 #ofReqguests 3 Avg. Response Time (ms) 3667
Platform CPU % Wilization 0.00% Total Thread Count 3 # of Live Sessions 1

Filter By Thread Type © |&ny ~| Thread Status : | Any hd Refresh

Client Reguests Client Requests Start Thread ID T::::;““rﬁ? a A“ggﬂ“ﬁ” die T‘mfifl g;ﬂ’ Last Known Class W ﬁﬂ
JnsuMetyveb/quoteAction.do  May 13, 2005 2:2411 PMCOT 6321968672 84647704 0.000 84647704 Wailing insunetweh. actions QuoteActionAction  execute gl-qrzest
finsubetieb/guoteAction.do  May 13, 2005 3:22:07 PMCDT 631342032 81112203 0.000 81112303 Waiting  MA A Iénomemmn
lnsuMeteb/uoteActiondo  May 14, 2005 1:54:53 PM COT 626279768 5547 0.000 4547 Waiting MiA TiA I;S;:IEITIDH

Figure 4-24  Server activity display

You can confirm the same information by selecting the Lock Contentions
tab and viewing the list of locks in this same component.

3. Select Cancel Requests, causing the lock contention to check the request
detail page shown in Figure 4-25. Note the available details on this page.
Click OK to cancel the request.

osoft Internet Explorer

@ Canceling a Requests terminates the Requests by throwing & run-time exception, Are you sure you want to cancel this Requests?

ok I Cancel

Thread ID 631342032 Last Known CPL MNIA
Client Regquests  JinsubetWehiguaoteAction.da ldle Time  MiA
Client Requests Start Date  bay 13, 2005 Thread Type  Serviet
Client Requests Start Time  3:23:07 PM Last kKnown Class  MNA
Resident Time 81685897 ms Last Known Method — RiA
UserlD  M& Last Known Action  Lock Contention
Priarity  MNiA Thread Status  Waiting

Change Priarity |No Change 'I Change Thread Status |No Change 'I

Cancel Reguests |

Figure 4-25 Cancelling request for Lock contention
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4. On the left-side navigator menu, select Link Method/Component Trace to
generate a detailed Complete Flow View, as shown in Figure 4-26. From this
report perspective, you can identify what method in what class caused the
lock contention. In this example, the class is
insunet.web.action.QuoteTransaction and the method is
synchronize_update.

1000 per Page

Queue Names Match Queue Names Dont Match  * indicates values that cross thresholds

1-7of 7 Results 1
Elapsed CPU & Elapsed & CRLU
Depth Event Type Event Data Time {ms) Time {ms) Time {ms) Time {ms)
1] Servlet Entry  finsuletwehiquoteAction.do 1] 1] 1] 1]
1 JNDIEntry  Provider 0 0 0 0
URL:corbalocririMameServiceServerRoot
Lookup
Mame:ejhiinsunetiejhiQuoteMediatorHome
1 JNDI Exit Provider 0 0 0 0
URL:corbalocririMameServiceServerRoot
Lookup
Mame:ejhiinsunetiejhiQuoteMediatorHome
1 E.JB Entry EJB Hame:insunet.ejh.QuoteMediatorBean 1] 1] 1] 1]
Method:create
1 E.JB Exit EJB Hame:insunet.ejh.GuoteMediatorBean 1] 1] 1] 1]
Method:create
1 Lock Lock Object Class:java.lang.Class 1] 1] 1] 1]
Acguisition Class Acquiring
Entry Lock:insunetweh actions. QuateTransaction

Method Acquiring Lock:synchronizelUpdate

2 Lock Lock Ohject Class:java lang.Class 1] 1] 1] 1]
Contention Class Owning
Entry Lock:insunetweh actions. QuateTransaction

Method Owning Lock:synchronizelUpdate
Figure 4-26 Flow view

The lock analysis investigation process has provided sufficient information to
enable a development team to fix the malfunctioning code.

4.2.3 Memory leak investigation

Memory is a key resource that is allocated to an application server for use by the
application components running on it. Complications arise when memory is used
by components and erroneously not returned back to the system for reuse by the
application. This memory leak condition is critical for long-running,
mission-critical application servers that do not get restarted for long periods of
time.
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IBM Tivoli Composite Application Manager for WebSphere supports detailed
analysis of memory that is allocated to application servers. You can perform
memory leak analysis using the following three steps:

» “Investigating a potential memory leak” on page 112
» “Narrowing the cause of a memory leak” on page 115
» “Determining the memory leak offender” on page 117

Investigating a potential memory leak

When a memory leak situation is suspected, investigation begins. The
investigation comprises the following:

» Memory leak confirmation reports
» Trend reports for slower leaks
» Using traps to alert for low memory

In this section, we show only the memory leak confirmation report. IBM Tivoli
Composite Application Manager for WebSphere has pre-built reports that are
useful for determining whether memory growth is related to memory leak activity.
To access these reports, select PROBLEM DETERMINATION — Memory
Diagnosis — Memory Leak.

The Step 1: Memory Leak Confirmation Report window (Figure 4-27) shows
three types of reports. Each report is labeled according to the question it answers
and the data it presents.

e Ok D, A

Select a server and repart type to view a confirmation report.

STEP 1: MEMO

Group | Select a Group =l
Server ISeIed a Server LI
Report Metric Type ¢+ s the amount of uncallected memary increasing?

(A, Heap Size After GC)

¢~ Istheincrease dueto anincrease in users?
(Avg. Heap Size After GC vs. Live Sessions)

~ Istheincrease due to anincrease involume?
(Avg. Heap Size After GC vs. # of Reguests)

“iewy Report

Figure 4-27 Three pre-built memory leak reports for memory leak confirmation

The first report option graphs memory growth over time. Memory growth is only
shown after GC as this represents the real amount of used memory. However,
memory growth can also occur because there are more users or more activities
causing more Java objects to be allocated. The second report option presents
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memory growth as a function of users. The third report option plots memory

growth as a function of transaction volume.

Figure 4-28 shows an upward memory growth trend even though the number of

live sessions remains relatively steady in the range of 50 sessions. Such an

upward memory growth trend coupled with steady session metrics indicates that

a memory leak is likely.

FRIMARY METRIC: Avg. Heap Size after GG

Figure 4-28 Memory growth with a constant average number of live sessions

Similarly, the report for heap size after GC compared to the number of requests

helps to indicate whether server load is affecting memory growth. Actively

executing Java methods adds objects to memory heap load as they complete
their tasks. As soon as these requests are finished, memory usage should be

freed accordingly.
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Figure 4-29 shows a slow upward growth in memory usage for the first

45 minutes with a corresponding large number of requests per minute. When
these requests drop to zero in the last 15 minutes of the graph, the heap size
flattens but does not drop as is expected. This graph indicates that there can be
a memory leak because the rise in memory occurs with a consistent average
number of requests but does not fall when the number of requests falls.

FRIMARY METRIC: Avg. Heap Size after GG

Figure 4-29 Heap size does not decrease when the number of requests drops

Note: The three canned reports in the memory leak report are more useful
than the three offered in the memory analysis report’s JVM heap size section.
The memory leak reports use the average heap size after GC as their
baseline. However, the memory analysis canned reports use JVM heap size.
When you investigate memory leaks, we recommend that you perform a GC
so that no allocated but unused objects reside in memory when determining
the memory size.

By default, the three memory leak graphs show the past 60 minutes of data. This
time range may be too narrow. There is an option to change the graph range to
the past 48 hours. You can change any of the mapped metrics as well as the
server and group selected to quickly compare a different server's memory
growth. To detect a slower memory leak, use the trend report from system
reports to generate a report of memory growth over a period of several weeks.
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Narrowing the cause of a memory leak

When a leak is suspected, IBM Tivoli Composite Application Manager for
WebSphere provides a Step 2: Memory Leak Candidate Finder Report that helps
to identify potential leaking classes. The leak candidate report takes two
shapshots of the suspected memory leaking JVM. It compares the older
shapshot to the newer one to determine which objects have increased their size
between the snapshots.

Specify the server group, server, and the wait time, as shown in Figure 4-30. The
wait time specifies how long to wait before taking the second snapshot of the
JVM heap. This wait time depends on the rate of growth of the leak. If an initial
memory leak investigation indicates a noticeable growth in just an hour, then a
wait time of as little as 5 minutes to 10 minutes may be sufficient. If the
noticeable growth is in the order of a day or more, then you must wait for a few
hours.

Note: Ideally you must take the snapshot when there is little or no load to
ensure that all the objects are in use.

CREATE NEW CANDIDATE
Create a new candidate to compare a primary and secondary heap snapshot for a selected server. The comparison will
assistyou in diagnosing a memary leak.

\__ S &

Select a server and the amount oftime the system should wait priar to taking the second heap snapshoat.

SERVER WAIT TIME SELECTIO

Group  |select a Group =l
Server ISeIed a Server LI
Wait Time (48hrs maximurm) ‘ IMin vl
Cancel | Save

Figure 4-30 Configuring memory leak candidate finder

Note: You can take the JVM heap snapshots with the monitoring level at L1,
L2, or LS.

When the report has finished collecting both snapshots, click the server name to
show the analysis report for the first snapshot. The same report is available for
the second snapshot. This report shows the objects that were in memory when
the snapshot was made and the associated metrics such as the percentage of
memory they consumed.
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The comparison data report is more useful than individual JVM heap snapshot
reports because it shows only classes that have changed between the two
snapshots. Figure 4-31 shows the comparison report sorted by the change in the
number of instances of live objects in memory. The top entries in this heap
comparison results table are the most likely memory leak candidates because
these are the classes that have grown the most. We use these classes to
determine the cause of the memory leak.

Exclude

Exclude
Override

Managerment Oveniew App Server  limalimal (L1
Comparison Data Heap 1 Snapshot  May 15, 2005 10:29:34 Heap 2 Snapshot  May 15, 2005 10:34:38
Abd A
Heap 1 Data
Size of Live Objects on Heap 12 (128393749 bvtes) Size of Live Objects on Heap 12 (13518817 ntes)
Heap 2 Data )] (M)
# of Objects in Heap 339206 #of Objects in Heap 354352

Com Cyanes *

ME FILTER OPTION GC  Yes GG Yes
P

=]
s, O, W A

1 - 20 of 2624 Results 12345578910 Next= Last==
EFES FGE O_riginal#m’ Ong_maITutaI M M

I . instances size (kh) instances sizelkb)

LI primitive( 67923 6914 3585 409

javallang/String EE940 1045 3396 a3

ﬂ ohject] 34723 1603 2009 74

JavalutiliHashiap$Entry 243285 3ra 956 14

JavalutiliHashtable $Entry 10370 160 936 14

javalanginteger 1647 & 503 1

=l comiibrmidh 2fceibi i i 328 10

m javallangireflectiMethod 1879 aa 284 13

javalutiliHashMap 4357 153 132 4

Figure 4-31 Memory Leak candidate comparison report
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Tip: Classes that are filtered out by the monitoring configuration installation
defaults are excluded from this analysis. Although you may not want to
monitor basic classes such as strings and lists, these objects can often be a
source of leaks and should be examined. To do this, clear the exclude section
of the class name filter option and click Apply to see everything in the heap.
(This is done dynamically without re-executing the report.) Selectively exclude
classes and packages that you determine are not a concern. Sort the columns
from most to least that show changes in the number of instances. This will
result in a richer view of the objects that are growing in memory.
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Determining the memory leak offender

After you identify the potential leaking classes, the next step is to determine
which classes are actually causing the leak. The Step 3: Memory Leak Diagnosis
Report finds the most-leaked objects and shows the class, method, and line
number of the allocating class of leaked objects. This detailed information, down
to the code line number, helps a programmer to determine the trouble spots of
code.

To set up this report, reconfigure the data collector to monitor the suspected
growing classes that you identified using the technique described in “Narrowing
the cause of a memory leak” on page 115. The memory leak diagnosis report is
set up using an eXtensible Markup Language (XML) file on the data collector
installed machine in the $DC_HOME/etc/ directory. The bcm.properties file has a
key/value pair called userbcm.xmlfilename that identifies which XML
configuration file is used. Adjusting the bcm.properties files allows for multiple
XML files to be swapped in and out.

Note: IBM Tivoli Composite Application Manager for WebSphere generates a
server-specific bcm.properties file called <host name>.<app server
name>.bcm.properties. When you change the original bcm.properties, you
must delete the generated version so that IBM Tivoli Composite Application
Manager for WebSphere can regenerate the bcm.properties file.

The XML file is composed of multiple sections of selectClass tags that identify
how to treat classes matching the mask pattern. The XML snippet in
Example 4-2 shows the modification required to monitor memory leaks.

Example 4-2 XML for monitoring memory leak

<selectClass>
<mask>*</mask>
<methods>
<methodName>*</methodName>
</methods>
<ignoreTrivial>true</ignoreTrivial>
<lockAnalysis>true</lockAnalysis>
<objectAllocations>
<allocateClass>*</allocateClass>
</objectAllocations>
<objectAllocationTimes>true</objectAllocationTimes>
</selectClass>

Only classes found inside the allocateClass tag are monitored as potential leaks.
An asterisk in the tag monitors all classes for leaks. A better strategy is to replace
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the asterisk with the top class names identified from the Step 2: Memory Leak
Candidate Finder Report (Figure 4-31 on page 116) for further analysis. If Step 2
does not offer any good candidates, using the asterisk means that all the objects
are monitored. This will have an adverse impact on performance.

If you set the objectAllocationTimes tag to true, this activates and populates the
growth percentage and growth rate columns. This can help to show the rate of
growth in the objects.

Important: The diagnosis report is functional only in L3 mode. It can slow down a
production system severely and should be used only in controlled test situations.
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select the group and server to get to the report’s table. The report result is a very

The Memory Leak Diagnosis Report is Step 3 of the memory leak report. You
wide table. Figure 4-32 shows the overall result.
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By default, the Growth Rate column is sorted so that the fastest-growing classes
are shown at the top of the table. The columns that indicate the allocating class
of the leaking object are very useful and important. This information directs the
programmer where to look and suggest why the classes may be leaking.

Note: If you have not set objectAllocationTimes, there will be no growth rate
data. Thus, the default sort will not be useful and we suggest another sorting
of this information. Sorting by the Number of Objects Surviving Last GC

column may be effective.

4.2.4 SQL analysis
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For SQL-based transactions that are invoked directly using a Java Database
Connectivity (JDBC) interface instead of a Java 2 Connectivity (J2C) resource,
SQL reports are available for generation. The IBM Tivoli Composite Application
Manager for WebSphere SQL report reveals SQL commands issued by the
application along with their response times. This report is useful for
understanding whether a response time problem is caused by SQL calls.
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To generate the SQL report, select PERFORMANCE ANALYSIS — Create
Application Reports — SQL. Follow the prompts to generate a report. A sample
SQL report is shown in Figure 4-33.

Throughput per hour vs Hour of the Day

Additional Detail RSQL t;a\l ~| Choose a drilldown type and click a bar on the graph o view a Decompasition
eport.

100

) I I I
u ] I I I
i 0a:00 12 15:00

12:00 21:00

26.75

Average of Throughput per
hour

TREMD REFORT DATA TABLE 20 per Page g
1- 20 of 24 Results 12 DMext= Last==
HOUR OF DAY THROUGHPUT PER HOUR SAMPLE SIZE B
20000 a3.00 a3
1300 38.00 38
1100 25.00 25

Figure 4-33 Sample SQL report

The SQL Analysis Report provides information about SQL calls that have been
processed by the application server. You can generate a Trend Report,
Decomposition Report, and detailed SQL Report (including Detail, Summary,
and Worst Performers tabs) from the SQL Analysis Report after it is created.
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A detail SQL report is shown in

Figure 4-34.
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Figure 4-34 Detail SQL report
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This SQL information is useful for investigating database performance or tuning
issues, application design issues, as well as other SQL-related problems.

This section has demonstrated some specific techniques for troubleshooting and
resolving performance problems using IBM Tivoli Composite Application
Manager for WebSphere. Problem investigation strategies and examples using
Tivoli Enterprise Monitoring are presented in Appendix A, “Tivoli Enterprise
Monitoring Agent component” on page 127.
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4.3 IBM Tivoli Composite Application Manager for
WebSphere problem determination

Now that we have presented the usage of IBM Tivoli Composite Application
Manager for WebSphere in day-to-day operations, it may be necessary to also
find and repair problems with IBM Tivoli Composite Application Manager for
WebSphere itself. This section provides information about the location of various
useful files and how to manipulate logging and tracing to help resolve problems
with IBM Tivoli Composite Application Manager for WebSphere. The discussion
is divided into:

» 4.3.1, “Configuration files” on page 123
» 4.3.2, “Logs and traces” on page 124

4.3.1 Configuration files

The configuration files consist of the following files:
» Managing server configuration files
The managing server configuration information is contained in these files:

bin/setenv.sh Setting environment variables for all kernel
components
etc/*.properties Individual component-specific property files

» Data collector configuration files
The data collector is governed by several configuration files:

cynlogging.properties
Message logging and tracing level for the data
collector components. The level is typically set to
INFO. Other possible levels are DEBUG_MIN,
DEBUG_MID, and DEBUG_MAX.

datacollector.policy Java security permission of the data collector

datacollector.properties
Monitoring properties, levels, and timeout parameters.
This file is used to generate an instance-based
configuration file called
<node>.<servers(<profile>).datacollector.properties.

bcm.properties Lists the bcm XML files that are used by the data
collector to instrument classes for providing additional
monitoring information. The original Java classes do
not have to be modified. This file is also used to
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generate an instance-based configuration file called
<node>.<server>.bcm.properties.

gpsCounter.txt Counter that identifies a sequence number for
correlating and matching a composite transaction

*.xml A set of XML files that is referenced by the
bcm.properties file to instruct the data collector as to
how to modify the instrumented classes. It is
necessary to de-reference the appropriate XML file to
not instrument a specific function.

4.3.2 Logs and traces
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The IBM Tivoli Composite Application Manager for WebSphere logs are located
either in the Tivoli common log directory with the identifier of CYN or in the logs
subdirectory of the installation path. For Windows-based systems, the default
installation path is C:\Program Files\ibm\tivoli\common. For UNIX-based
systems, the default installation path is /var/ibm/tivoli/lcommon. You can use a
custom installation path. In general, you can modify the logging level, either from
the properties file to include am.debug=yes or by using the control commands:
dcctl.sh or amctl.sh.

The managing server logs are:

» $AM_HOME/logs

— am_stderr.log
— am_stdout.log

» /var/ibm/tivoli/lcommon/CYN/logs

— msg-<component>.log
— trace-<component>.log
— audit-ms.log

The distributed data collector logs are:

» $commondinCYN\logs: some logs may reside in <admin>.<server> path

— msg-dc.log
— trace-dc.log
— msg-dc-native.log
— trace-dc-native.log

» $DC_HOME\ogs: <admin>.<server>.datacollector.log
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The z/OS data collector logs are:

/varf/ibm/tivoli/common/CYN/logs

v

trace-zprobe.log

» trace-imsprobe-native.log
» msg-zprobe-native.log

» msg-zprobe.log

The cynlogging.properties file controls the logging level of the components. We
recommend that you activate only the appropriate detailed logging level for a
specific component. An example of this is to modify part of the logging for the
CICS instrumentation to DEBUG MAX, as shown in Example 4-3.

Example 4-3 Excerpt of cynlogging.properties

# MESSAGE LOGGER
CYN.msg.cicsdc.level=INFO
CYN.msg.cicsdc.logging=true

# TRACE LOGGER
CYN.trc.cicsdc.level=DEBUG_MAX
CYN.trc.cicsdc.logging=true
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Tivoli Enterprise Monitoring
Agent component

This appendix describes the IBM Tivoli Composite Application Manager for
WebSphere interface to IBM Tivoli Monitoring. The IBM Tivoli Composite
Application Manager for WebSphere Tivoli Enterprise Monitoring Agent is based
on the IBM Tivoli Monitoring Services V6.1. This section assumes that you have
already built your IBM Tivoli Monitoring V6.1 environment. If not, you have to
install your Tivoli Enterprise Monitoring Server and Tivoli Enterprise Portal
Server before installing the monitoring agent.

The Tivoli Enterprise Monitoring Agent installation is divided into:

» “Installing Tivoli Enterprise Monitoring Agent” on page 128
» “Seeding Tivoli Enterprise Monitoring Server” on page 130
» “Working with Tivoli Enterprise Portal”’ on page 133

© Copyright IBM Corp. 2006. All rights reserved. 127



Installing Tivoli Enterprise Monitoring Agent

128

For feeding information into the Tivoli Enterprise Monitoring Server with Tivoli
Enterprise Portal, you must install the Tivoli Enterprise Management Agent for
IBM Tivoli Composite Application Manager for WebSphere on each data
collector system.

Start the setup from the IBM Tivoli Composite Application Manager for
WebSphere Tivoli Enterprise Monitoring Agent on the same machine where you
have installed the WebSphere Application Server data collector that you want to
expose with IBM Tivoli Monitoring V6.1.

1. For the feature to install, select only the Tivoli Enterprise Monitoring Agent on
the data collector machine, as shown in Figure A-1.

IBM Tivoli Composite Application Manager for WebSphere - InstallShiel F: 1]
Select Features

Select the features setup will install,

Tivoli. software Select the features you want to install, and deselect the features you do not want to install
. S e

28w Tivoli Enterprise Monitoring Agents Description———————
--|:| Tivoli Enterprize Monitoring Server Tivo!i E_nterprise
+-[ Tivali Enterprise Portal Server Monitoring Agents

+-[ | Tivoli Enterprise Portal Desktop Client

3780 MB of zpace required on the C drive
21879.37 ME of space available on the C drive

< Back Mest » Cancel

Figure A-1 Tivoli Enterprise Monitoring Agent installation
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2. When the installation is finished, you have to configure the agent
communication for Tivoli Enterprise Monitoring Server. The communication
uses IP:PIPE. You must specify the Tivoli Enterprise Monitoring Server server
name, as shown in Figure A-2.

Configuration Defaults for Connecting to a TEMS [ ]
B UIE Setting = 5his Setting:

Huastname ar

P Address IKHAHTDUM I efwark Hame I
Fort number anddor - [1918 5

Port Pools J LI W ame: I

LG 2 LOGHMODE |EANETD

~ IPPIPE Setting
Hostname or Ibeiiind

IP Address Lo L Afims f
Port nurnber I‘I 8

LU &gz iz 0 ired if st raut]

TR Name [shasockeTs =

- IP.SFIFE Setting:
Huastharme or IKHAHTDUM
P Address
Entry Dptions _
ISBBD
Fart number " Use case as typed {+ Corwert to Upper case

HAT Settingsl ok | Cancel |

Figure A-2 Tivoli Enterprise Monitoring Agent communication

3. Configure the IBM Tivoli Composite Application Manager for WebSphere
Tivoli Enterprise Monitoring Agent. The general page is shown in Figure A-3.

< ITCAM for WebSphere Configuration ] I

Agent (Advanced) | Collection [Advanced) I Application Servers [(Advanced) |
Basic configuration for the ITCAM for WebSphere Agent

Request Data Monitaring

ILeveH LI
Request Data Monitaring Method

IFixed Interval LI
Resource Data Monitaring

iEnabIe LI
Resource Data Monitaring Methodd

|On Demand LI
Garbage Collection Monitaring

|Enable LI

OK |

Figure A-3 Tivoli Enterprise Monitoring Agent basic configuration
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4. Define the WebSphere Application Server environment for the agent to
monitor. This is specified in the Application Server (Advanced) tab. Click New
to define the server. The definition screen is shown in Figure A-4.

< ITCAM for WebSphere Configuration ]

Basicl Agent (Advanced)l Collection [Advanced) | Application Servers [Advanced) ||

Advanced configuration for the Application Servers knowwn by ITCAM for WebSphere Agent. (U=

Application Server Instance Delete

Unique Alias Hame for Application Server
IWAS Bandung

Application Server Hame

Ibandung1

Application Server Root Directory
IC:\IBMW&bSphere\AppServer

OK

Figure A-4 Tivoli Enterprise Monitoring Agent server information

Seeding Tivoli Enterprise Monitoring Server

To integrate IBM Tivoli Composite Application Manager for WebSphere
information with the IBM Tivoli Monitoring V6.1 infrastructure, you must set the
infrastructure to support this type of agent.

» Tivoli Enterprise Monitoring Server

Generates agent-specific information in the Tivoli Enterprise Monitoring
Server such as product situations and agent tables.

» Tivoli Enterprise Portal Server

Adds workspaces and presentation files for the agents to the Tivoli Enterprise
Portal Server.

» Tivoli Enterprise Portal
Updates the Tivoli Enterprise Portal clients with product-specific information
such as help files.

This section covers the following steps from a process point of view and guides
you through the installation process. For installation and customization, we follow
the instructions in IBM Tivoli Composite Application Manager for WebSphere
Installing and Configuring the Tivoli Enterprise Monitoring Agent, SC32-1801.
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Important: It is important to understand what machine these activities have to
run on. Check with your IBM Tivoli Monitoring V6.1 administrator and consult
the appropriate IBM Tivoli Monitoring V6.1 documentation.

1. Start the installation by clicking setup in the Windows directory of the IBM
Tivoli Composite Application Manager for WebSphere Tivoli Enterprise
Monitoring Agent CD-ROM. Alternatively, you can run the install.sh
command in your Linux/UNIX environment.

2. Figure A-5 shows the welcome screen for the installation of IBM Tivoli
Composite Application Manager for WebSphere. Click Next on the welcome
screen and follow the installation wizard dialogs.

IBM Tivoli Composite Application Manager for WebSphere - InstallShie 3 _ﬂ

Tivoll. software

‘Welcome to IBM Tivoli Composite Application Manager for WebSphere.

Thiz wizard will inzstall [Bk Tivol Composite Application banager for WebSphere on your computer.
Click Mest to continue.

‘Warning: Thig program is protected by copyright laws and international treaties. Unauthorized
reproduction or distribution of this program, or any portion of it, may result is severe civil
prozecution.

< Back Cancel

Figure A-5 Tivoli Enterprise Monitoring Agent welcome screen
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3. Select the features to install. Depending on where you are running this
installation wizard, you can install different components on different
machines. In our environment, we have both the Tivoli Enterprise Monitoring
Server and Tivoli Enterprise Portal Server in a single machine. Therefore, we
select the following, as shown in Figure A-6:

— Tivoli Enterprise Monitoring Server
— Tivoli Enterprise Portal Server
— Tivoli Enterprise Portal Server

Click Next.

Note: You may have to install the agent support files on Tivoli Enterprise
Monitoring Server machine, Tivoli Enterprise Portal Server machine, and
the individual Tivoli Enterprise Portal desktop client. You have to install
only the component that is available in each machine.

IBM Tivoli Composite Application Manager for WebSphere - InstallS m ﬂ
Select Features
Select the features setup will install,
Tivoll. software Select the features you want ta install, and deselect the features you do not want to install
s S ]
-] Tivoli Enterprize Monitaring Agents ~ Descriptio
’ZI-- Tivoli Enterprise Monitoring Server Tivali Enterprize Portal
Desktop Client
1.43 ME of space required on the C drive
21116.95 ME of space available on the C drive
< Back Mest » Cancel
|~

Figure A-6 Tivoli Enterprise Monitoring Agent components

4. Follow the installation wizard and configure the components. Most of the
components will already be pre-configured as they are installed on an existing
IBM Tivoli Monitoring server.
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The communication to Tivoli Enterprise Monitoring Server and Tivoli Enterprise
Portal Server in our environment uses IP:PIPE, which represents Transmission
Control Protocol (TCP) connection.

Working with Tivoli Enterprise Portal

The information that is presented in the IBM Tivoli Composite Application
Manager for WebSphere Web console can also be seen from Tivoli Enterprise
Portal. Tivoli Enterprise Portal uses workspaces to show the health of systems. It
also has background monitors that are called situations. These situations check
system attributes and compare them against specified thresholds. When the
thresholds are exceeded, the situations fire alerts.

The following are sample workspaces in Tivoli Enterprise Portal:

» “WebSphere summary workspace” on page 134
» “Garbage collection workspace” on page 135
» “Web applications workspace” on page 138
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WebSphere summary workspace

When you expand WebSphere Agent in the physical view hierarchy, you can see
the WebSphere Application Server workspace. Figure A-7 shows this workspace
for our sample environment.

Tivoli. Enterprise Portal
File Edi “iew Help

IEBL$30| 2004 3EQLUEALEEEY § 7@
RS Wisw: IPhysica\ ﬂ mB x [, =R 54 0B O
® ¢ ® ®

& Enterprize =l
Linux Systems 120000 =y l
= @ Windows Systems

-y BAMDUNG

80000 el

= m — 40000 — N
(—Ely Request Aralysis
(—Ely Garbage Collection Analysis 1400 4~;

saigy

spuoaas||Iy
b
=1
=1
=

21#’151‘35 10:15:00 1AB05 10:46:00
—Ely Loy Analysiz
—Ely Fool Analysis 200
Bl Datasources Bkbytes Free 1416405 10:15:00 11715005 10:45:00
— By M3 Summary =
—Ely wieh Applications
Bl EJB Cartainers E‘b E%
(—Ely DB Connection Poals
(—Ely J2C Connection Pools 20 N

—(Ely Thread Pools
(—Ely Cache Analysis
— By wiorkload Management

-Ej, BEUNG

[ KHeRTOUM

1.30 N

pusasg ;sssnbay
nda=aizd

Lo |

B VENA |

I ) 1.0+ ] 120+
& Phrysical @ Losical 111808 10:15:00 111605 10:30:00 1111605 10:46:00 1171605 11:00:00 1171605 10:15:00 1141605 10:30:00 111605 10:45:00 1141605 11:00:00
v ODBOXx

Server Sample Irterval Status Version Start JYM Memory | Sy Mermaory [ JYM Memoary | CPU Used | CPU Used | Instrumentation | Pro
MName Date and Time (sec) Date and Time | Free (bytes) | Total (bytes) | Used (bytes)|  ims) (%) Level
bandungf (AppSrd1y | 1116605 09:09:06 501 | Connected  [wasA010 | 1119/05 073517 [ 26870912 | 118593088 |91673176 6140 1.2 Custom 4

Figure A-7 WebSphere application server workspace

The default workspace shows high-level metrics to establish the health of this
WebSphere instance. For example, the Heap Usage - History pane clearly
suggests that during the time frame shown, the amount of free space in the heap
is not diminishing.

By clicking the icon & in the top left corner of the pane, it is possible to change
the time frame. In our case, we display the heap usage trend over the last month.
This provides support staff or capacity planners with much better information to
base their decisions on. The following sections present some of the Tivoli
Enterprise views that are available.
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Garbage collection workspace
Figure A-8 shows that the WebSphere Application Server garbage collection is
performing adequately. The heap usage shows a healthy amount of free memory.
The garbage collection is being initiated regularly but is not adversely affecting
performance.
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Figure A-8 Garbage collection: Normal view
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You have to tune the garbage collection parameters to obtain the optimum
balance. Figure A-9 shows an example screen capture where it is forced into
action periodically due to poorly scheduled collection or a badly performing
application that is forcing the heap too high.
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Figure A-9 Garbage collection: Poor performance
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The third example shows the other extreme where no force collection is initiated,
the schedule collection is almost non-existent, yet the heap is consistently high.
Figure A-10 highlights the negative impact to the business service if this situation
occurs because the application is always waiting for free memory.
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Figure A-10 Garbage collection: High heap
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Web applications workspace

The Web applications view provides high-level usage and performance data
such as that shown for our Trader application. See Figure A-11.
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Figure A-11 Tivoli Enterprise Portal: Web application view

Figure A-11 clearly shows that each of the Information Management System
(IMS), DB2 and Customer Information Control System (CICS) Web Services
calls has roughly the same load. But importantly, the Worst Response Times
pane indicates that the CICS calls are substantially slower to complete.
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Trader application usage

This appendix discusses the sample Loader Java client and Java 2 Platform,
Enterprise Edition (J2EE) Trader applications that are used to provide monitoring
information for IBM Tivoli Composite Application Manager for WebSphere in this
guide. The discussion in this appendix includes:

» “Trader application” on page 140

» “Loader application” on page 140

» “Using the Loader client” on page 141
» “Generating SQL calls” on page 142
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Trader application

The Trader application runs as an enterprise application on a WebSphere
Application Server instance. We install the IBM Tivoli Composite Application
Manager for WebSphere data collector to monitor it. The Trader application is a
lightweight J2EE application composed of basic Java components. It uses DB2
database tables as its repository. The Trader application consists of two
components:

» TraderClient.ear, which acts as the Web-based user interface
» TraderDBSvc.ear, which accesses the database and provides the business
logic

These two components can reside either in the same application server instance
or on a different one. The communication between these applications is
performed using Web Services calls.

Loader application

140

The Loader application is a small Java client application that provides automated
client calls to the Trader application. It is used to generate modifiable transaction
request loads on the Trader application. This transaction information is
monitored and analyzed using the IBM Tivoli Composite Application Manager for
WebSphere Web console.

You can start the loader application by using the java command with sourcing the
classpath for loader.jar and loaderaux.jar. You must also have the
load.properties file in the current directory. A typical command to run this is:

java -cp loader.jar;loaderaux.jar com.ibm.vbd.loader.LauncherMain
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Using the Loader client

To use the Loader client application, follow this procedure:

1. Verify that the loader Java client has started. A window should have opened
when you started the loader client previously. See Figure B-1. Select the
com.ibm.vbd.loader.BasicLoader item and click Launch.

i

com.ibm.vhid.loader.BasicLoader
com.ibm.vhd.loader.MemLoader
com.ibm.vhd.loader.LckLoader

Figure B-1 Loader client launch interface

2. A new window opens, as shown in Figure B-2. Enter the appropriate values in
each field:

a. Target Host: Enter the URL and HTTP port number for the application
server instance where the TraderClient application is running. In the lab we
used: salem.itsc.austin.ibm.com:9080.

b. Argument: Enter the URL and the HTTP port number for the application
server instance where the TraderDBSvc application is running. In the lab
we used: salem.itsc.austin.ibm.com:9081.

¢. Maximum users: Initially enter the number 10.
d. Average think time: Initially enter the number 5.
e. Click Run to start the Loader client.

4. | oader - BasicLoader ) 13l =l

Target Host: |SaIem.itsc.austin.ibm.com:QDSD |

Ar t: |SaIem.itsc.austin.ibm.com:9081 |

Mazimum users: @

Average think time: @

Transaction count: 0
Run

Figure B-2 Loader client configuration interface

The Loader client now makes call requests to the Trader application that is
running in the WebSphere Application Server.
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Generating SQL calls

The Trader application makes database calls using a container managed
persistent (CMP). IBM Tivoli Composite Application Manager for WebSphere
monitors and analyzes Structured Query Language (SQL) information that is
generated using plain Java Database Connectivity (JDBC) calls.

To generate SQL data for monitoring, open a browser on the system that has the
TraderDBSvc application installed on it. Enter a URL similar to the following:
http://salem.itsc.austin.ibm.com:9081/TraderDBServices/VBDTradeGetCompa
nies

Replace salem.itsc.austin.ibm.com:9081 with the information that is appropriate
for your system.
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Additional material

This appendix refers to additional material that can be downloaded from the
Internet. The discussion in this appendix includes:

v

Locating the Web material

Web material description

System requirements

Installing and configuring the Web material

vvyy
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Locating the Web material

The Web material associated with this book is available in softcopy on the IBM
Redbooks Web server. Point your Web browser to:

ftp://www.redbooks.ibm.com/redbooks/SG247252

Alternatively, you can go to the IBM Redbooks Web site at:

ibm.com/redbooks

Select the Additional materials and open the directory that corresponds with
the redbook form number, SG247252.

Web material description

The additional Web material that accompanies this book includes the following

files:
File name Description
$G247252.zip Zipped additional material components

SG247252.readme  Short information regarding the additional material

The zip file contains the following files:
File name Description

TraderClient.ear Sample client Java 2 Platform, Enterprise Edition (J2EE)
application

TraderClientMem.ear Sample client J2EE application with memory leak
TraderClientLck.ear Sample client J2EE application with a locking problem

TraderDBSvc.ear Sample database access J2EE application that accepts
Web Services call

loader.jar Java archive for the loader application

loaderaux.jar Additional libraries that are required to run the loader
application

load.properties Property file for the loader application

trader.zip Zipped database extract to build TRADER database
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System requirements

The system requirements for both the Trader and Loader applications are
extremely small. Because they are hosted by an application server instance of
WebSphere Application Server, the system requirements for WebSphere
Application Server are sufficient.

For a complete and up-to-date list of the WebSphere Application Server system
requirements, refer to the following Web site:

http://www-1.ibm.com/support/docview.wss?rs=180&uid=swg27006921

Installing and configuring the Web material

This section discusses how to install and configure the Web material.

Stage material

Download the SG247252.zip file from the location specified in the previous
section. Extract the files into a local directory.

Trader application

To install the Trader application, follow this procedure:

1.

Have a machine installed with WebSphere Application Server and DB2
Universal Database. We tested the application on WebSphere Application
Server V6.0.1 and DB2 V8.2 Fix Pack 3.

Create the TRADER database in DB2. From the DB2 command window, run
the following command:

db2 create database TRADER

Extract the content of the trader.zip file into a writable directory. Run the
following from that directory:

db2move TRADER import

. Create a Java Database Connectivity (JDBC) connection factory for DB2

Universal JDBC driver in WebSphere. Also create a data source called
Trader with Java Naming and Directory Interface (JNDI) name jdbc/Trader.

Install the TraderClient.ear and TraderDBSvc.ear into the application server
instance to be monitored using IBM Tivoli Composite Application Manager for
WebSphere. Use the WebSphere Application Server administrative console
to install these applications.
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Note: You may want to install TraderClientMem.ear or TraderClientLck.ear
to perform memory leak or locking demonstration.

6. Restart the WebSphere Application Server.

7. Verify that the Trader application is installed and running using the

WebSphere Application Server administrative console.

Loader client application
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To install the Loader client application, follow this procedure:

1.

Store the files loader.jar, loaderaux.jar, and load.properties in the same
directory.

Find a suitable Java Runtime Environment (JRE™) of Version 1.3 or later
versions. You can use the JRE provided by WebSphere Application Server.

From the directory where the files are located, create a batch file or shell
script that runs the command similar to the following:

java -cp loader.jar;loaderaux.jar com.ibm.vbd.loader.LauncherMain

Note: The path separator for UNIX-based platforms is a colon (:). On
Windows it is a semi-colon (;).

Save the baich file or shell script.
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Abbreviations and acronyms

AIX

APPC

BCM
BTAM

CD-ROM

cics

CMDB

CPU
CRM

CTG
DB2
EJB
ESE
GUI
HTTP
IBM

IMS

ITIL

ITSO

J2c
J2EE

JCA
JDBC

Advanced Interactive
Executive

Advanced Program to
Program Communication

Byte Code Modification

Basic Telecommunication
Access Method

compact disc read-only
memory

Customer Information Control
System

Configuration Management
Database

central processing unit

Customer Relationship
Management

CICS Transaction Gateway
Database 2™

Enterprise JavaBeans
Enterprise Server Edition
Graphical User Interface
Hyper Text Transfer Protocol

International Business
Machines Corp.

Information Management
System

Information Technology
Infrastructure Library

International Technical
Support Organization

Java 2 Connectivity

Java 2 Platform, Enterprise
Edition

Java Connector Architecture
Java Database Connectivity
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JMX
JSP
JVM
JVMTI

MVS
ORS
OTMA

PDF
PMI

RHEL
SLES

SMF
SNMP

SOA
SOAP

SQL
SSL
TCP/IP

TEP
uDB
URI
URL
VTAM

wBlI

Java Management Extension
JavaServer Pages
Java Virtual Machine

Java Virtual Machine Tool
Interface

Multiple Virtual Storage
Original Request String

Open Transaction Manager
Access

Portable Document Format

Performance Management
Interface

Red Hat Enterprise Linux

SUSE Linux Enterprise
Server

System Measurement Facility

Simple Network Management
Protocol

service-oriented architecture

Simple Object Access
Protocol

Structured Query Language
Secure Socket Layer

Transmission Control
Protocol Internet Protocol

Tivoli Enterprise Portal
Universal Database
Uniform Resource Identifier
Universal Resource Locator

Virtual Telecommunication
Access Method

WebSphere Business
Integration
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WSAM WebSphere Studio
Application Monitor

XML eXtensible Markup Language
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Related publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

IBM Redbooks

For information on ordering these publications, see “How to get IBM Redbooks”
on page 151. Note that some of the documents referenced here may be available
in softcopy only.

>

>

Installing WebSphere Studio Application Monitor V3.1, SG24-6491

WebSphere Studio Application Monitor V3.2 Advanced Usage Guide,
SG24-6764

Implementing IBM Tivoli OMEGAMON XE for WebSphere Business
Integration V1.1, SG24-6768

Getting Started with IBM Tivoli Monitoring 6.1 on Distributed Environments,
SG24-7143

IBM Tivoli Composite Application Manager V6.0 Family: Installation,
Configuration, and Basic Usage, SG24-7151

Deployment Guide Series: IBM Tivoli Monitoring Express Version 6.1,
SG24-7217

Large Scale Implementation for IBM Tivoli Composite Application Manager
for WebSphere, REDP-4162

Other publications

These publications are also relevant as further information sources:

»

IBM Tivoli Composite Application Manager for WebSphere publications

— IBM Tivoli Composite Application Manager for WebSphere Installation and
Customization Guide, GC32-9506

— IBM Tivoli Composite Application Manager for WebSphere: Tivoli
Enterprise Monitoring Agent Problem Determination Guide, SC32-1800

— IBM Tivoli Composite Application Manager for WebSphere: Installing and
Configuring the Tivoli Enterprise Monitoring Agent, SC32-1801
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— IBM Tivoli Composite Application Manager for WebSphere User's Guide,
SC32-9507

— IBM Tivoli Composite Application Manager for WebSphere Operator’s
Guide, SC32-9508

— IBM Tivoli Composite Application Manager for WebSphere Problem
Determination Guide, SC32-9509

» IBM Tivoli Monitoring V6.1 manuals

— IBM Tivoli Monitoring: Upgrading from Tivoli Distributed Monitoring,
GC32-9462

— Introducing IBM Tivoli Monitoring, GI11-4071

— Exploring IBM Tivoli Monitoring, SC32-1803

— IBM Tivoli Monitoring Installation and Setup Guide, GC32-9407
— IBM Tivoli Monitoring Administrator's Guide, SC32-9408

— IBM Tivoli Monitoring User's Guide, SC32-9409

— IBM Tivoli Monitoring Problem Determination Guide, GC32-9458
— IBM Tivoli Universal Agent User's Guide, SC32-9459

— IBM Tivoli Universal Agent APl and Command Programming Reference
Guide, SC32-9461

— Configuring IBM Tivoli Enterprise Monitoring Server on z/0OS, SC32-9463

Online resources
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These Web sites and URLs are also relevant as further information sources:
» Product online documentation

http://publib.boulder.ibm.com/infocenter/tivihelp/v3rl/index.jsp?toc
=/com.ibm.itcamwas.doc/toc.xml

» Product prerequisites information

http://publib.boulder.ibm.com/tividd/td/ITCAMWAS/prereq60/en _US/HTML
/itcam6.html

» Product Web page

http://www-306.1bm.com/software/tivoli/products/composite-applicatio
n-mgr-websphere/

Deployment Guide Series: IBM Tivoli Composite Application Manager for WebSphere V6.0


http://www-306.ibm.com/software/tivoli/products/composite-application-mgr-websphere/
http://www-306.ibm.com/software/tivoli/products/composite-application-mgr-websphere/
http://publib.boulder.ibm.com/tividd/td/ITCAMWAS/prereq60/en_US/HTML/itcam6.html
http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/index.jsp?toc=/com.ibm.itcamwas.doc/toc.xml

v

IBM Tivoli Composite Application Manager for WebSphere product support
link

http://www-306.1bm.com/software/sysmgmt/products/support/IBMTivoliCo
mpositeApplicationManagerforiWebSphere.html

» WebSphere fix packs links

— ftp://ftp.software.ibm.com/software/websphere/appserv/support/fixpa
cks/was60/refreshpackl/Windows

— ftp://ftp.software.ibm.com/software/websphere/appserv/support/fixpa
cks/was60/refreshpackl/Linux

» Microsoft Help and Support
http://support.microsoft.com/default.aspx?scid=kb;en-us;899522
» Microsoft Windows Services for UNIX

http://www.microsoft.com/windows/sfu/default.asp

How to get IBM Redbooks

You can search for, view, or download Redbooks, Redpapers, Hints and Tips,
draft publications and Additional materials, as well as order hardcopy Redbooks
or CD-ROMs, at this Web site:

ibm.com/redbooks

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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Index

A
access rights 30
adduser command 73
allocateClass 117
am_stderr.log 124
am_stdout.log 124
am-start.sh command 23, 62
am-stop.sh command 23
analysis, server 78
Apache Web server 9
application
complexity 3
management 4
application server 7
monitoring 78, 82
statistics analysis 83
archive agent 9
audit trail 103

B

BCM 12

bcm.properties 123
bin/setenv.sh 123

Byte Code Modification, see BCM

C

capacity analysis report 93

change command 33

CICS 4,8

CMDB 4

command
adduser 73
am-start.sh 23, 62
am-stop.sh 23
change 33
db2 145
db2move 145
dcctl.sh 124
install.sh 131
secpol.msc 30
setenv.sh 24
setup_DC_w32 52
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smit 73
command agent 11
communication
security 22
traffic 22
composite application 2-3
management 2
composite request 102
Computer Management 30
configuration library 64
configuration management database, see CMDB
configuring data collector 58, 63
console, visualization engine 62
cross-memory services 11
custom services 22
Customer Information Control System, see CICS
cynlogging.properties 123, 125

D
data collector 8
CICS 8
command agent 11
configuration 58, 63
custom services 22
event agent 11
implementation option 16
IMS 8
installation 23, 51
J2EE 8
profile 64
server configuration 62
database connection pool 7
datacollector.policy 123
datacollector.properties 123
DB2 19
installation 43
ubB 8
db2 command 145
db2move command 145
dcctl.sh command 124
decomposition report 87, 90
default monitoring level 67
deployment option 23
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large scale 24

proof of concept 23

simple production 24
diagnostics 66

E
EJB 7

usage 7
embedded installation 43
embedded WebSphere installation 47
Enterprise JavaBeans, see EJB
enterprise monitoring 79-80
etc/*.properties 123
event agent 11

F
file system 17
firewall 21

G
garbage collection, see GC
GC 112

workspace 135
global publishing server 9
gpsCounter.txt 124
group monitoring 79, 81

H
hardware platform 16
health, server 79

|
/0 18
IBM HTTP Server 9
IBM Tivoli Composite Application Manager 4
IBM Tivoli Composite Application Manager for Web-
Sphere

components 7

data collector 7, 11

data source 11

database 10

features 6

functions 6

installation 26

lock analysis 108

logs and traces 124

managing server 7-8

platforms 12
problem determination 123
report 83
Web console 79
implementation option 16
IMS 4,8
in-flight request 22
Information Management System, see IMS
input/output, see I/O
install.sh command 131
installation
data collector 51
IBM Tivoli Composite Application Manager for
WebSphere 26
Loader client application 146
managing server 27
overview 26
prerequisite 16
Tivoli Enterprise Monitoring Agent 128
Trader application 145
user 27
investigating memory leak 111
IT infrastructure library, see ITIL
ITIL 4

J
J2EE 8

application server 7

server 9
Java Database Connectivity, see JDBC
Java Management Extension, see JMX
Java Virtual Machine Tool Interface, see JVMTI
Java Virtual Machine, see JVM
JDBC 6
JMX 11
JVM 22

thread display 99

thread pool 7

JVMTI 7
K
kernel 9
L

large-scale deployment 24
Loader client application 140-141
installation 146
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system requirement 145

M
managing server 8
archive agent 9
database 19
file system 17
global publishing server 9
hardware platform 16
hardware sizing consideration 18
implementation option 16
installation 27, 39
kernel 9
message dispatcher 9
networking requirement 20
operating system
requirement 19
support 16
polling agent 9
publishing server 9
software 18
visualization engine 10
watchdog 9
Web application server 19
wizard 39
memory diagnosis 98
memory leak
cause 115
determining offender 117
investigation 111
memory size 17-18
message dispatcher 9
minimum memory 17
Mircosoft Services for UNIX 33
monitoring
application server 78, 82
Web console 78
monitoring level 66
default 67
L1, Production Mode 66
L2, Problem Determination Mode 66
L3, Tracing Mode 66
msg-dc.log 124
msg-dc-native.log 124
msg-zprobe.log 125
msg-zprobe-native.log 125

o
object locking 107
objectAllocationTimes 118
OCTIGATE 11

database 10, 19
OMEGAMON XE 5
operating system support 16
operator definition 73
Oracle 8

P

performance analysis and reporting 102
Performance Management Interface, see PMI
PMI 7

polling agent 9

Port Consolidator 22

port usage 21

proof of concept deployment 23

publishing server 9

R

recent activity 98

Redbooks Web site 151
Contact us xi

request report 87

request/transaction report 87

response time problem 104

S
SAD 98, 110
sampling rate 66
secpol.msc command 30
Secure Sockets Layer, see SSL
selectClass 117
server

analysis 78

availability analysis report 92

grouping 69

health 79

monitoring 79

performance 79

report 92

statistics overview 97
Server Activity Display, see SAD
server monitoring 82
service-oriented architecture, see SOA
services for UNIX 33

Index

155



setenv.sh command 24
setup_DC_w32 command 52
SFU35SEL_EN 33
Simple Network Management Protocol, see SNMP
simple production deployment 24
SMF 7, 11
smit command 73
SNMP 9
SOA 5
SOAP 59
software consistency check 99
software, managing server 18
SQL
analysis 120
call 142
SSL 22
encryption 22
Sun Solaris 8
System Measurement Facility, see SMF
system resource 100
analysis report 92
comparison 101
systems overview 96

T
terminal server 33
Tivoli composite application management solution
4
Tivoli Enterprise Monitoring Agent
installation 128
Tivoli Enterprise Monitoring Server 130
Tivoli Enterprise Portal 133
background monitor 133
top report 84
trace-dc.log 124
trace-dc-native.log 124
trace-imsprobe-native.log 125
trace-zprobe.log 125
Trader application 139-140
installation 145
system requirement 145
TraderClient.ear 144
TraderClientLck.ear 144
TraderClientMem.ear 144
TraderDBSvc.ear 144
traffic, communication 22
transaction report 87
trap-and-alert management 99

trend report 87, 93

U
usage scenario 78
use case scenario 96
user
permission 27
rights 30

\'}

Virtual Frame Buffer 8

visualization engine 7, 10, 78
console 62

w
watchdog 9
Web application
server 19
workspace 138
Web console 78-79
monitoring 78
visualization engine 78
WebSphere
installation 47
summary workspace 134
WebSphere Studio Application Monitor, see WSAM
workspace
Web application 138
WebSphere summary 134
worst performers 84
WSAM 5

X

-Xrun switch 22
-Xrunvirt 23
Xvib 8
X-Windows 8
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